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Relation extraction is the task of finding semantic relations between two entities in text, and is often cast as
a classification problem. In contrast to the significant achievements on English language, research progress
in Chinese relation extraction is relatively limited. In this article, we present a novel Chinese relation ex-
traction framework, which is mainly based on a 9-position structure. The design of this proposed structure
is motivated by the fact that there are some obvious connections between relation types/subtypes and posi-
tion structures of two entities. The 9-position structure can be captured with less effort than applying deep
natural language processing, and is effective to relieve the class imbalance problem which often hurts the
classification performance. In our framework, all involved features do not require Chinese word segmenta-
tion, which has long been limiting the performance of Chinese language processing. We also utilize some
correction and inference mechanisms to further improve the classified results. Experiments on the ACE
2005 Chinese data set show that the 9-position structure feature can provide strong support for Chinese
relation extraction. As well as this, other strategies are also effective to further improve the performance.
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1. INTRODUCTION

Relation extraction is a task to find semantic relations between two entities from
the text. This task was recently promoted by the Automatic Content Extraction
(ACE) Evaluation program. For instance, the sentence “Bill Gates is the chairman of
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Microsoft Corporation” conveys the ACE-style relation “ORG-AFFILIATION” between
the two entities “Bill Gates (PER)” and “Microsoft Corporation (ORG)”, where PER and
ORG are entity types, and ORG-AFFILIATION is a relation type.

The task of relation extraction has been extensively studied over the past years
mainly for English. It is usually cast as a classification problem. Existing approaches
include feature-based and kernel-based methods. Feature-based approaches [Jiang
and Zhai 2007; Kambhatla 2004; Zhou et al. 2005, 2009a] transform the context of two
entities into a linear vector of carefully selected linguistic features varying from entity
semantic information to lexical and syntactic features of the context. Kernel-based
approaches [Zhang et al. 2006; Zhou et al. 2007, 2010], on the other hand, design
kernel functions on the relation context’s structured representation such as parse tree
or dependency tree and then compute the similarity between two relation instances.

In contrast to the significant achievement concerning English and other Western
languages, research progress in Chinese relation extraction is relatively limited. This
might be due to the nature of Chinese language, for example, no word boundaries
and lack of morphological variations, etc. The system-segmented words are already
not error free, thus also affecting the quality of the generated parse trees. All these
errors will undoubtedly propagate to a subsequent processing, such as the relation
extraction. It is therefore reasonable to conclude that word-based features and kernel-
based (especially tree-kernel-based) approaches are not suitable for Chinese, at least at
the current stage. Huang et al. [2008] provided empirical evidence showing that in the
ACE 2007 Chinese relation extraction task, a rather simple feature-based approach
was able to outperform the best adopted parse tree kernel-based approach.

In this article, we present a novel feature-based Chinese relation extraction frame-
work, in which all the features do not require the Chinese word segmentation or deep
natural language processing. Particularly, this framework is based on a 9-position
structure feature between two entities. The design of this feature is motivated by the
fact that there are some obvious connections between relation types/subtypes and posi-
tion structures of two entities. For example, in many “Part-Whole” relation instances,
one entity is often nested in the other entity, where nested is a position structure and
Part-Whole is a relation type. In addition, compared with the 3-position structure im-
plicitly or explicitly used in many feature-based methods, for example, those in Zhou
et al. [2005], Che et al. [2005b], Chen et al. [2010], this 9-position structure is more dis-
criminative since it is more effective in relieving the class imbalance problem. It is im-
portant to deal with this problem since there are far more negative relation instances
than positive ones [Kambhatla 2006] and consequently this problem often hurts the
performance of standard classifiers [Chawla et al. 2004].

In our framework, instead of trying to explore every feature reported in the litera-
ture [Che et al. 2005b; Chen et al. 2010; Jiang and Zhai 2007; Zhou and Zhang 2007;
Zhou et al. 2005], our focus is to investigate the usefulness of our 9-positition struc-
ture. Therefore, we only complement the position structure feature with some basic
character-based features, such as entity context (both internal and external) character
N-grams and four word lists extracted from a published Chinese dictionary. After the
classification with standard classifiers, we also derive some correction and inference
mechanisms in order to further improve the classified results. Specifically, at first we
rectify the classified relation types/subtypes by certain constraints, which are derived
from the possible relation types/subtypes between any two entity types. Second, based
on the relation hierarchy, a consistency check is carried out to make sure the relation
type and the corresponding relation subtype are consistent. The aforesaid possible re-
lations and relation hierarchy are available in the ACE task guideline. In addition to
the above correction strategies, the entity co-reference information and some linguistic
indicators are introduced to infer more positive relation instances through their links
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to the classified positive ones. It should be noted that this process can further integrate
our strategies into a unified framework. Specifically, the classified results of different
position structures can be linked together through the inferring process.

Experiments on the ACE 2005 data set show that the 9-position structure can
provide strong support for Chinese relation extraction. Meanwhile, it can be cap-
tured with less effort than applying deep natural language processing. The entity
co-reference does not help as much as we have expected. The lack of necessary anno-
tations for the co-referenced entity mentions within a single document might be the
main reason. By contrast, other strategies in our framework can further boost the
extraction performance.

The remainder of this article is organized as follows. Section 2 briefly introduces
the definition of the ACE relation extraction task and reviews the related work. Sec-
tion 3 defines three types of features, namely position structure (including 9-position
and 3-position), entity type, and character-based features. Our feature-based Chinese
relation extraction framework is proposed in Section 4. Experimental studies on the
ACE 2005 Chinese data set are presented in Section 5. Finally, Section 6 concludes
the article.

2. BACKGROUND

2.1 Task Definition

The research on relation extraction has been initiated and promoted by the Mes-
sage Understanding Conferences (MUCs) (MUC, 1987–1998) and the NIST Automatic
Content Extraction (ACE) program1 (ACE, 2001–2008). According to the ACE 2005
program2 , there are five primary ACE tasks, that is, the detection and recognition
of entities, values, temporal expressions, relations, and events. In this article, we fo-
cus on the ACE Relation Detection and Recognition (RDR) task and directly use the
available entity information. An entity is an object or a set of objects in the world
and a relation is an explicitly or implicitly stated relationship among entities or entity
mentions3. For example, the sentence “George Bush traveled to France on Thursday
for a summit” conveys the ACE-style relation “Physical.Located” between the entity
mentions “George Bush” and “France”, where “Physical” and “Located” are predefined
relation type and subtype, respectively. “George Bush” is the Arg-1 and “France” is the
Arg-2. We can say that “George Bush” is “Located” in “France”, but not vice versa.

The task of relation extraction can be regarded as the problem to classify the rela-
tion type, relation subtype, and the argument order of each relation instance between
any two entity mentions. Formally, let r = (s, em1, em2) denote a relation instance,
where sis a sentence, em1 and em2 are two entity mentions in s, and em1 either pre-
cedes or embeds em2 in the text. Given all relation instances {ri}, our goal is to learn a
function that maps each relation instance ri to a type t ∈ Tand a subtype st ∈ ST , and
to identify the role (i.e., argument order Arg-1 or Arg-2) of the two entity mentions.
Here, Tdenotes the set of predefined relation types plus the type None, and ST is the
set of predefined relation subtypes plus the None subtype. None means that there is no
relation between two entity mentions, or the relation is not annotated. The classified
relation is correct if and only if its type/subtype is correct and its two arguments are
in the correct order.

1http://projects.ldc.upenn.edu/ace/
2http://www.itl.nist.gov/iad/mig//tests/ace/2005/doc/ace05-evalplan.v2a.pdf
3Each entity may be mentioned more than once, and thus has several entity mentions in a document (see
Figure 2). In this article, we consider the relation instances between two entity mentions which belong to
different entities.
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2.2 Related Work

The research on relation extraction can be roughly divided into two directions, that is,
feature-based and kernel-based. We first review the related work according to different
directions and then review the work particularly for Chinese language.

Feature-based approaches transform the context of two entities into a linear vec-
tor of carefully selected linguistic features based on different levels of text analysis,
ranging from morphological analysis and part-of-speech (POS) tagging to full pars-
ing and dependency parsing. Miller et al. [2000] augmented syntactic full parse trees
with semantic information corresponding to entities and relations and built generative
models for the augmented trees. Kambhatla [2004] employed maximum entropy (ME)
models to combine diverse lexical, syntactic and semantic features derived from word,
entity type, mention type, overlap, dependency, and parse tree. Besides these features,
Zhou et al. [2005] further explored other features derived from the base phrase chunk-
ing information, semi-automatically collected country name list and personal relative
trigger word list; and then took into account all the features into the classification step,
where Support Vector Machines (SVMs) [Joachims 1998] were selected as the classi-
fiers. Jiang and Zhai [2007] then systematically explored a large space of features and
evaluated the effectiveness of different feature subspaces corresponding to sequence,
syntactic parse tree, and dependency parse tree. Their experiments showed that using
only the basic unit features within each feature subspace can already achieve state-of-
art performance, while over-inclusion of complex features might hurt the performance.
The reason could be that if combining several feature subspaces into one subspace, dif-
ferent original subspaces might have too much overlap [Zhou et al. 2009a]. To avoid
such a feature overlapping problem, Zhou et al. [2009a] proposed a multi-view ap-
proach to relation extraction.

On the other hand, kernel-based approaches design kernel functions on the relation
context’s structured representation such as parse tree or dependency tree, and then
compute the similarity between two relation instances. Zelenko et al. [2003] proposed
a kernel over two parse trees which recursively matched nodes from roots to leaves in
a top-down manner. Culotta and Sorensen [2004] extended this work to estimate the
similarity of augmented dependency trees. The above two’s work was further advanced
by Bunescu and Mooney [2005] who argued that the information to extract a relation
between two entities can be typically captured by the shortest path between them in
the dependency graph. These three tree kernels require the matchable nodes to be
at the same layer counting from the root and to have an identical path of ascending
node from the roots to the current nodes, making their kernels with high precision but
very low recall. Later, in order to incorporate the advantages of feature-based meth-
ods, Zhang et al. [2006] developed a composite kernel that combined convolution parse
tree kernel with an entity kernel, and showed its effectiveness in capturing various
syntactic features. Zhou et al. [2007] experimented with a context-sensitive kernel
by automatically determining context-sensitive tree spans and applied a composite
kernel to combine a convolution parse tree kernel and a state-of-art linear kernel for
integrating both structured and flat features. Miyao et al. [2008] evaluated the use-
fulness of different syntactic parsers for the relation extraction carried out by SVMs
with tree-kernels. Zhou et al. [2010] further integrated more syntactic and semantic
information into the above context-sensitive convolution kernel. Katrenko et al. [2010]
introduced local alignment kernels and explored various possibilities of using them for
the relation extraction.

Besides the above supervised methods, some unsupervised methods [Chen et al.
2006a; Nakov and Hearst 2008; Takaaki et al. 2004] and semi-supervised methods
[Chen et al. 2006b; Zhang 2004; Zhou et al. 2009b] were also explored. Unsupervised
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methods could overcome some difficulties in supervised approaches, such as labor-
intensive annotation efforts. However, they could hardly be directly applied in many
NLP tasks since there is no relation type label attached to each instance in the cluster-
ing results [Chen et al. 2006b]. Therefore, semi-supervised methods have drawn much
attention recently [Chen et al. 2006b].

The aforementioned works are mainly focused on English relations. Although Chi-
nese processing is of the same importance as English and other Western language
processing, unfortunately less work has been published on Chinese relation extrac-
tion. Che et al. [2005a] defined an improved edit distance kernel over the original
Chinese string representation around particular entities. They studied only one ACE-
style relation type, that is, PERSON-AFFILIATION. Che et al. [2005b] explored sev-
eral features and evaluated their performance on the ACE 2004 Chinese evaluation
data. Huang et al. [2008] provided evidence showing that in ACE 2007 Chinese rela-
tion extraction, a rather simple feature-based approach is able to achieve reasonable
performance (i.e., 0.63 F-measure); however, the best reported results of parse tree
kernel-based approaches is unexpectedly low (i.e., 0.35 F-measure only). More re-
cently, Zhang et al. [2009] proposed a composite kernel-based approach for ACE 2005
Chinese RDR task. Chen et al. [2010] adopted Deep Belief Network (DBN) and showed
its effectiveness.

The insufficient study in Chinese relation extraction drives us to investigate how to
find an approach that is particularly appropriate for Chinese. In this article, we pro-
pose a novel position structure based framework for Chinese relation extraction. The
contributions are three-fold. First, we propose a 9-position structure feature, which is
used as the major component to form our framework. Second, we derive certain con-
straints based on possible relations and relation hierarchies, in order to improve the
correctness and consistency of the classified relation types, subtypes and argument or-
ders. Third, the entity co-reference information is used to infer more positive relation
instances through their links to the classified positive ones.

3. FEATURE DESIGN

In this section, we describe the features used in our framework. In Table I, we first
show the hierarchy of relation types and subtypes, as well as the frequencies of anno-
tated (positive) relation instances on the ACE 2005 Chinese corpus.

Recall that our task is to identify the relations between any two entity mentions.
Therefore, all the features are related to the entity mention pairs and their con-
texts. Specifically, for each pair of mentions, three kinds of features, namely posi-
tion structure feature, entity type/subtype feature and character-based feature, are
involved. For vector representations of features for the classification, please refer to
Appendix B.

3.1 Position Structure Feature

Intuitively, the position structure of two entity mentions (em1 and em2) has some ob-
vious connections with the type/subtype of the relation they might be. This can be un-
derstood from the following observations. In a lot of “Part-Whole” relation instances,
the position structure of em1 and em2 tends to be nested. For example, in the sentence
“The U.S. Congress decided to veto the ecology bill”, the two nested mentions, em1 (“The
U.S. Congress”) and em2 (“U.S.”) have a “Part-Whole.Subsidiary” relation. In addition,
for many “Physical.Located” relations, the position structure of em1 and em2 is more
likely to be adjacent, that is, em1 and em2 are not nested and there is no entity mention
in between them. For example, in a sentence “thousands of Palestinians rushed the
Israeli checkpoint”, the relation of the two adjacent mentions, em1 (“thousands of
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Table I. The Relation Type/Subtype Hierarchy and the Frequencies of Annotated (Positive)
Relation Instances on the ACE 2005 Chinese Corpus

Relation Type Relation Subtype Frequency
ART (artifact) User-Owner-Inventor-Manufacturer 630

GEN-AFF (Gen-affiliation)
Citizen-Resident-Religion-Ethnicity 746

Org-Location 1191

ORG-AFF (Org-affiliation)

Employment 1584
Founder 17

Ownership 25
Student-Alum 72

Sports-Affiliation 69
Investor-Shareholder 85

Membership 346

PART-WHOLE (part-whole)
Artifact 14

Geographical 1289
Subsidiary 983

PER-SOC (person-social)
Business 188
Family 384

Lasting-Personal 88

PHYS (Physical)
Located 1358

Near 230

Fig. 1. Nine position structure types, where each box is an entity mention.

Palestinians”) and em2 (“the Israeli checkpoint”) is “Physical.Located”. These obser-
vations drive us to analyze the position structure of the two entity mentions in-depth.
We define nine types of the position structure as illustrated in Figure 1. The formal
definition for these 9-position structure types is given in Appendix A. Appendix C
presents one Chinese example (selected from the ACE 2005 dataset for Chinese rela-
tion extraction) for each position structure. Here, we briefly explain these nine position
structures.

For the structure types (a), (b), and (c), em2 is nested (i.e., included) in em1. In (a),
there are no other entity mention that includes em2 and is also nested in em1. In (b),
there is at least one entity mention (not em1 or em2) that includes em2 and is also
nested in em1. In (c), em1 includes em2, and em2 includes em1 as well.
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Table II. The Ratios of Positive to Negative Relation Instances on
3-Position Structures

Structure types #Positive class #Negative class Ratio
Nested+ 6332 4612 1 : 0.7283

Adjacent+ 2028 27100 1 : 13.3629

Separated+ 939 79989 1 : 85.1853
Overall 9299 111701 1 : 12.01

For the structure types (d), (e), and (f ), em1 and em2 are not nested and there are
no other full entity mentions in between them, even though there could be some char-
acters in between em1 and em2. In (d), neither of the two entity mentions is nested in
other entity mentions. In (e), em1 or em2 is nested in another entity mention. In (f ),
both em1 and em2 are nested in other entity mentions.

For the structure types (g), (h), and (i), em1 and em2 are not nested and there is
at least one full entity mention in between them. In (g), neither of the two entity
mentions is nested in other entity mentions. In (h), em1 or em2 is nested in other
entity mentions. In (i), both em1 and em2 are nested in other entity mentions.

On the other hand, we can merge structure types (a), (b), and (c) into one single
structure type. Similarly, we can merge the structure types (d), (e), and (f ), as well
as combine the types (g), (h), and (i). This means that one can combine structures
of each row in Figure 1 into one logical structure with a logical “or”. As a result, we
can obtain three position structures, that is, Nested+, Adjacent+, Separated+, each
corresponding to one row in Figure 1. This 3-position structure feature has been ex-
plicitly or implicitly adopted in several methods, for example, in [Che et al. 2005b;
Chen et al. 2010; Jiang and Zhai 2007; Zhou et al. 2005]. Specifically, this 3-position
structure feature is exactly the position structure feature in Chen et al. [2010]. Zhou
et al. [2005] defined an Overlap category of features, which consider if one entity men-
tion is included (or called nested) in the other entity mention, and if there are words or
other entity mentions in between the two concerned entity mentions. Che et al. [2005b]
adopted an Order feature, which also considers if one entity mention is included in the
other one. We also think that in the parse tree feature spaces, for example, those in
Jiang and Zhai [2007], the position structures of two entity mentions are implicitly
considered.

3.1.1 Class Imbalance Problem. We analyze the difference between the 9-position
structure feature and the 3-position one in terms of the effectiveness in solving the
class imbalance problem. This problem typically occurs when there are far more in-
stances of some classes than those of others. In such cases, standard classifiers tend to
be overwhelmed by large classes and ignore the small ones and consequently cause a
significant bottleneck in performance [Chawla et al. 2004]. The task of relation extrac-
tion encounters the class imbalance problem [Culotta et al. 2006; Kambhatla 2006],
that is, there are much more None (negative) class relation instances than ACE anno-
tated (positive) class relation instances. For instance, in Tables II and III, the overall
ratio of positive to negative class is 1:12.01 on ACE 2005 corpus. If we divide all
the relation instances according to different position structure types, we can observe
that compared with the situation of the 3-positon structures, the class imbalance prob-
lem with respect to the 9-positon structures is less serious for the majority (>99%) of
relation instances. Specifically, in 3-position structures, the ratios of positive to nega-
tive relation instances for Nested+, Adjacent+ and Separated+ are 1:0.7273, 1:13.3629
and 1:85.1853, respectively. On the other hand, in 9-position structures, the ratios
for Nested, Adjacent, and Separated are 1:0.37, 1:6.82, and 1:42.87, respectively. This
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Table III. The Ratios of Positive to Negative Relation Instances on 9-Position Structures

Structure Types #Positive Class #Negative Class Ratio
Nested 6325 2347 1 : 0.37

Adjacent 1978 13501 1 : 6.82
Separated 928 39808 1 : 42.87

Superposition 6 407 1 : 67.84
Nested-Nested-Adjacent 50 3480 1 : 69.60

Nested-Nested-Separated 10 9142 1 : 914.20

Nested-Nested 1 1858 1 : 1858.00
Nested-Adjacent 0 10119 1 : INF

Nested-Separated 1 31039 1 : 31039.00
Overall 9299 111701 1 : 12.01

Fig. 2. The dependency between entity and its mentions.

relieves the class imbalance problem a lot. It should be noted that these main struc-
tures, that is, Nested, Adjacent, and Separated, occupy most (>99%) of the positive
relation instances. Especially, the Nested structure is the most important one since
it has approximately 68% of all the positive relation instances. We can see that the
positive-to-negative ratio of Nested structure is much larger than the overall ratio.

3.2 Entity Type and Subtype Features

These two features are concerned with the entity type and subtype of both entity
mentions (i.e., em1 and em2). Entity mentions inherit the attributes (i.e., entity type
and subtype) from the corresponding entity. Figure 2 shows the dependency between
entity and its mentions. For each mention pair, the combination of their entity types
is for entity type feature and similarly their entity subtypes are for the entity subtype
feature.

The ACE 2005 categorizes entities into seven types (see Table IV), including “PER”,
“ORG”, “GPE”, “LOC”, “FAC”, “WEA”, and “VEH”. Each type is further divided into
subtypes (see Table IV).

3.3 Character-Based Features

Character-based features involve N−gram features and wordlist-based features.
Before describing them, we extract three types of character sequences from the context
where two entity mentions appear. Note that we use characters instead of words.

3.3.1 Character Sequences

— Internal Character Sequence
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Table IV. The Entity Type/Subtype Hierarchy on the ACE 2005
Chinese Corpus

Entity Type Entity Subtypes
PER (Person) Group, Indeterminate, Individual

Commercial, Educational, Entertainment,
ORG (Organization) Government, Media, Medical-Science,

Non-Governmental, Religious, Sports

Continent, County-or-District,
GPE (Geo-Political) GPE-Cluster, Nation, Population-Center,

Special, State-or-Province

Address, Boundary, Celestial,
LOC (Location) Land-Region-Natural, Region-General,

Region-International, Water-Body

FAC (Facility) Airport, Building-Grounds, Path, Plant,
Subarea-Facility

Biological, Blunt, Chemical, Exploding,
WEA (Weapon) Nuclear, Projectile, Sharp, Shooting,

Underspecified

VEH (Vehicle) Air, Land, Subarea-Vehicle,
Underspecified, Water

These character sequences are concerned about the extents and the heads4 of both
entity mentions, and can be categorized into four types of sequences as follows:

Label Scope
CME1 all the characters in em1

CMH1 all the characters in the head of em1

CME2 all the characters in em2

CMH2 all the characters in the head of em2

— In-Between Character Sequence

If em1 (em2) does not contain em2 (em1), then all the characters between two entity
mentions will be extracted as the in-between character sequence.

— External Context Character Sequence

These character sequences are concerned with the characters around two entity
mentions in a given window size w s, and can be classified as the following four types.

Label Scope
CBM1 at most w s characters before em1

CAM1 at most w s characters after em1

CBM2 at most w s characters before em2

CAM2 at most w s characters after em2

The extraction of external character sequences must comply with one rule, that is,
the extracted character sequence cannot enter into or move across any entity mentions.

4In ACE, each entity mention has a head annotation and an extent annotation, and the head word is usually
more important than the other parts [Li et al. 2007; Zhou et al. 2005].
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3.3.2 Features from Character Sequences

— N-gram Features

All character sequences are then transformed into N-gram features. For example,
supposing an extracted character sequence is c1c2c3c4, the Uni-gram feature is {c1, c2,
c3, c4}, and the Bi-gram feature is {c1c2, c2c3, c3c4}. Each involved character sequence
will be used to construct one Uni-gram feature as well as one Bi-gram feature.

Character Uni-gram features Character Bi-gram features
CME1 Uni, CMH1 Uni, CME1 Bi, CMH1 Bi,
CME2 Uni, CMH2 Uni, CME2 Bi, CMH2 Bi,

In Between Uni, In Between Bi,
CBM1 Uni, CAM1 Uni, CBM1 Bi, CAM1 Bi
CBM2 Uni, CAM2 Uni CBM2 Bi, CAM2 Bi

— Wordlist-Based Features

With insufficient training data, many discriminative words for the relation extrac-
tion might not be covered by N-gram features. Therefore, we build wordlist-based
features which are extracted from a published Chinese dictionary. These wordlists in-
clude Chinese preposition list (165 words), orientation list (105 words), auxiliary list
(20 words), and conjunction list (25 words). It can be expected that some words in
these wordlists can serve as strong indicators for some relation types or subtypes. For
instance, if there is an orientation word “south” in the context of two entity mentions,
it is more likely that these two mentions have a “Physical.Located” relation. The in-
between and external context character sequences are transformed to wordlist-based
features. On the other hand, the internal character sequences are not involved since
they are not likely to include those words related to preposition, orientation, auxil-
iary or conjunction words. Each involved character sequence is used to construct one
wordlist-based feature for every wordlist. Features with respect to different wordlist
are different from each other.

4. A POSITION STRUCTURE BASED FRAMEWORK

Our relation extraction framework is summarized in Model 1, which is based on the
9-position structure. In Step 1 we divide all the relation instances into nine parts
according to the 9-position structures defined in Section 3.1 in order to solve the class
imbalance problem. The detailed motivation of this divide strategy has been discussed
in Section 3.3.1 and is also verified by the experiments in Section 5.

Model 1: Position Structure Based Relation Extraction Framework

Step 1: According to the nine position structures, divide all the relation instances
into nine sets. Then, execute Steps 2 to 5 on each set.

Step 2: Initially perform the relation detection and recognition in a cascade
manner by standard classifiers.

Step 3: Based on the possible relation information, verify the classified relation
type/subtype and the argument order of every relation instances.

Step 4: Carry out the consistency check between the relation type and subtype
based on the relation hierarchy.

Step 5: Infer more positive relation instances from the classified5 positive relation
instances based on co-reference information and linguistic indicators.

5The term “classified” means the state after the previous step in our framework. It does not necessarily only
mean the state after the classification by standard classifiers.
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Table V. Examples of the Possible Relations Between Arg-1 and Arg-26

PER ORG GPE
Org-Aff.Employment,

Per-Social.Bus. Org-Aff.Ownership, Physical.Located,

PER Per-Social.Family Org-Aff.Student-Alum, Physical.Near,
. . . Org-Aff.Sports-Affiliation Org-Aff.Employment

. . . . . .

Part-Whole.Subsidiary, Part-Whole.Subsidiary,
ORG . . . Org-Aff.Investor-Shareholder Org-Aff.Investor-Shareholder

. . . . . .

Org-Aff.Investor-Shareholder, Physical.Near,
GPE . . . Org-Aff.Membership Part-Whole.Geographical

. . . . . .

The first column and row represent the entity type of Arg-1 and that of Arg-2, respectively.

In Step 2, we initially perform the RDR task by a cascade strategy, that is, carrying
out the relation detection and recognition separately. Specifically, we first classify
every relation instance as positive or negative. Then, we classify each positive relation
as one of the relation type/subtype. Both classifications are carried out by standard
classifiers (i.e., SVMs). The cascade strategy is against the all-at-one strategy, that
is, carrying out relation detection and recognition at one time by classifiers. We do
not adopt the all-at-once strategy because the number of positive relation instances in
any one relation type/subtype is much smaller than the number of negative ones. On
the other hand, the cascade strategy can relieve the class imbalance problem due to
the fact that the number of all positive relation instances is much bigger than that of
positive ones in any one relation type/subtype. Then, we will explain the strategies in
other steps (i.e., Step 3 to Step 5).

4.1 Possible Relation Between Arg-1 and Arg-2

In many tasks of information extraction, such as entity extraction and relation extrac-
tion, some prior knowledge is usually involved that can be useful to the tasks. In ACE
2005 guidelines, a table (e.g., Table V) of possible relation between Arg-1 and Arg-2
is provided. Given two entity mentions, the possible relation type and subtype can be
obtained according to the two entity types (listed in Table IV). For instance, according
to Table V, if both entity types of Arg-1 and Arg-2 are PER (person), the possible re-
lation type can be Per-Social, and the relation subtypes can be Business or Family. If
the entity type of Arg-1 is PER and that of Arg-2 is ORG (organization), the possible
relation type can be Org-Aff (Org-affiliation).

This kind of prior knowledge has two important roles. First, we can rectify the
relation type/subtype classified by SVMs. According to the entity types of two entity
mentions, if the classified relation type/subtype is not possible then we will revise the
type/subtype to None. Second, if the relation type/subtype is possible, we then adjust
the argument order of the two entity mentions.

In many feature-based models [Kambhatla 2004; Wang and Li 2006; Zhou et al.
2005], they used a different approach to the argument order problem. Specifically,
except for symmetric relations, the argument order is modeled by considering one re-
lation subtype as two new relation subtypes with different orders. For example, the

6This table is only part of the original table in the ACE 2005 Chinese relation extraction guidelines
(http://projects.ldc.upenn.edu/ace/annotation/2005Tasks.html).
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relation subtype Physical.Located is changed to two relation subtypes, namely em1-
Physical.Located-em2 and em2-Physical.Located-em1, where the former denotes that
em1 is the Arg-1, and the latter denotes that em2 is the Arg-1. There are two draw-
backs of their strategy. First, it could be more time-consuming since it involves almost
twice the number of classifiers we need. Second, it may make the class imbalance
problem more serious because the number of positive relation instances in each (new)
relation subtype becomes smaller than the number of the positive instances in each
(original) relation subtype.

4.2 Interactive Consistency Check Using Relation Hierarchy

In our framework, the relation type and subtype are classified separately and they
may not be consistent. We then try to make them consistent according to the relation
hierarchy (see Table I in Section 3). There are some existing strategies, such as strictly
Bottom-Up [Kambhatla 2004; Zhou et al. 2005] and Guiding Top-Down, to deal with
this problem. With regard to the strictly Bottom-Up strategy, the relation type should
conform to the relation subtype. Once the subtype is recognized, the type is determined
by the subtype, since a subtype belongs to one unique type. As for the Guiding Top-
Down strategy, the upper level (relation type) guides the down-level (relation subtype).
It assumes that the classification result of relation type is more precise. As a result,
the subtype will be revised to None if it does not conform to the type.

However, we think that these two strategies lack necessary interaction between two
levels, and hence do not make full use of both levels’ classification results. Therefore,
we derive the following consistency check strategy.

Procedure 1: Type Selection-Based Consistency Check
Input: Classified pair (type, subtype)
Output: Consistent pair (c-type, c-subtype)
Parameters: cn
Step 1: Select cn most likely types based on the probabilities of the

classification results. For every candidate type, if it conforms to the
subtype, then c-type = this type, c-subtype = subtype. Return.

Step 2: If no candidate type conforms to the subtype, then c-type = None;
c-subtype = None; Return

Similarly, we can have the Subtype Selection based consistency check strategy,
which selects cn most likely subtypes, and check them against the types.

4.3 Inferring More Positive Relation Instances

The relation extraction performances of different position structures have great
disparity. Our experiments show that the performances of the Nested and Adjacent
structures are much better than the results of the other seven structures. In fact,
there are almost no positive relation instances classified for the other seven position
structures. This phenomenon may have two reasons. First, the imbalance class
problems in the other seven position structures are much more serious, as evidenced
in Table III. Second, intuitively, Nested and Adjacent relation instances are more
likely to be positive classes (or more likely to be annotated) and hence can be extracted
easily.

There are some linguistic homogeneous characteristics (such as co-reference) that
can be used to infer more positive relations through the classified positive ones. Specif-
ically, after obtaining one classified positive relation with Nested or Adjacent struc-
ture, we can assign its relation type/subtype to other relation instances with different
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position structure but sharing the same attributes. These attributes are related
to co-reference information and pattern-based information, which will be described
below.

4.3.1 Co-reference-Based Inference. Each entity mention belongs to only one entity and
hence naturally inherits the type and subtype attributes from the corresponding entity
(see Figure 2). Entity mentions are considered as co-referent when they belong to the
same entity.

Once Nested and Adjacent relation instances are recognized as positive, the co-
reference information can be adopted to carry out the relation inferring. Specifically,
if a relation instance with different position structure has the same two entities as in
the classified positive one, this relation instance will be classified as the same rela-
tion type and subtype. For example, both “he” and “Gates” may refer to “Bill Gates of
Microsoft”. If a relation “ORG- AFFILIATION” is held between “Bill Gates” and “Mi-
crosoft”, it must be also held between “he” and “Microsoft”. Formally, given two entities
e1 = {em11, em12, . . . , em1n} and e2 = {em21, em22, . . . , em2m} (ei is an entity, emij is a
mention of ei), it is true that R(em11, em21) ⇒ R(em1l, em2k). This nature allows us to
infer more relations which may not be identified by classifiers.

When considering the co-reference information, we may find another type of incon-
sistency, for example, R(em11, em21) �= R(em12, em22), where (em11, em21) and (em12,
em22) are different in their contexts or structures, and R denotes the classified re-
lation type/subtype. The co-reference not only helps for inference but also provides
a chance to check the consistency among entity mention pairs. As the classification
results of SVM can be transformed to probability by a sigmoid function

P(R(r) = t|yt) =
1

1 + e−yt
, (1)

the relations of lower probability mention pairs can be revised according to the relation
of highest probability mention pairs. In Equation (1), the left side denotes that the
probability of relation type/subtype t for relation instance r and yt is the output value
of the t by the classifiers.

4.3.2 Pattern-Based Inference. The classified positive relation instances of adjacent
structure can infer more relation instances of separated structure if there are some
linguistic indicators in the local context. For example, given a local context “both em1
and em2 are located in em3”, if em2 and em3 are classified as a positive relation in-
stance, em1 and em2 will have the same relation type/subtype as that em2 and em3
hold. Currently, the indicators under consideration are “and” and “or”. However, more
patterns can be included in the future.

5. EXPERIMENTAL EVALUATION

5.1 Evaluation Data Sets

We evaluate our relation extraction framework on the training dataset for the ACE
2005 Chinese Relation Detection and Recognition (RDR)7 task provided by the Lin-
guistic Data Consortium (LDC). The 633 documents have been manually annotated
with 9,299 instances of relations. Meanwhile, 6 relation types and 18 subtypes are
predefined. More details are shown in Table I in Section 3. Because of no test data at

7See http://www.itl.nist.gov/iad/mig//tests/ace/2005/doc/ace05-evalplan.v2a.pdf.

ACM Transactions on Asian Language Information Processing, Vol. 10, No. 3, Article 14, Publication date: September 2011.



14:14 P. Zhang et al.

hand, we randomly select 75% out of the 633 documents as the training data and the
remaining documents are used for evaluation. All the reported performances in this
article on the ACE RDR 2005 corpus are evaluated using 4-fold cross validation on the
entire corpus. In this article, we only measure the performance of relation extraction
model on “true” mentions with “true” chaining of co-reference (i.e., they are annotated
by LDC annotators).

5.2 Evaluation Set-Up

The aim of our experiments is to evaluate the performance of the proposed features
(especially the 9-position structure feature) in Section 3, as well as each step in our
relation framework in Section 4. Two baseline methods are involved. Both of them
carry out the RDR task as an all-at-once multi-class classification problem. In the
first baseline method, the involved features are the 3-position structure feature in
Section 3.1 and other features in Sections 3.2 and 3.3. Recall that (see Section 3.1)
the 3-position feature is implicitly or explicitly used in many feature-based methods,
for example, those in Zhou et al. [2005], Zhou and Zhang [2007], Che et al. [2005b],
Chen et al. [2010]. In the second baseline method, the 9-position structure feature and
other features are adopted. The first baseline (denoted as 3-Position Baseline) is used
to test whether the 9-position feature is helpful, while the second baseline (denoted as
9-Position Baseline) is to test the performance of each step in our framework. When
evaluating each step, its following steps will not be executed.

Besides the above main aims, we also evaluate the roles of different categories of
features in Section 3 played in our framework. In addition, we provide a performance
comparison between our framework and the kernel based framework in Zhang et al.
[2009], which also adopted the 9-position feature (slightly different from ours), and
carried out the ACE 2005 Chinese RDR task as well. Finally, since the dimensions of
the vector representations for all the features are very large, we would like to study the
effectiveness of some feature selection methods such as Information Gain (IG) [Yang
and Pedersen 1997] and Bi-norm Separation (BNS) [Forman 2003].

The SVMlight [Joachims 1998] with linear kernel and default configuration is
adopted as the classification tool. In Steps 1–3 of our framework, for every entity
mention pair (em1, em2) in a sentence, we simply choose em1 as Arg-1, and em2 as
Arg-2, where em1 precedes or contains em2. The window size (w s) of character-based
features is 4. The options count cn in the type and subtype selection based consistency
check strategy (see Section 4.2) are all set to 2.

As for the evaluation metrics, we adopt three primary metrics, that is, Precision,
Recall, F-measure, which are also commonly used to evaluate other relation extrac-
tion methods, for example, those in Zhou et al. [2005; 2007; 2010], Zhou and Zhang
[2007], Jiang and Zhai [2007], Zhang et al. [2006], and Chen et al. [2010]. In addition,
the Wilcoxon signed rank test is adopted as the measure of the statistical significance
of the improvements over baseline methods. The improvements (at significance level
0.05) over the 3-Position Baseline and 9-Position Baseline are denoted as “α” and “β”,
respectively, in the result table. In each table, both the performance of positive rela-
tion types and those of positive relation subtypes will be reported. All results are the
average ones over 4-fold experiments. Note that the results are slightly different from
those in Li et al. [2008], which did not involve the 4-fold experiments.

5.3 Evaluation on the 9-Position Structure Feature

In this set of experiments, we will first compare our 9-position feature with the 3-
position feature when all other features are involved and we do not divide the relation
instances. Second, we evaluate our Divide strategy (Step 1) in our framework.
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Table VI. Evaluation of Position Structure Feature

Types/Subtypes Precision (%) Recall (%) FFF-measure (%)
3-Position Baseline 73.06/71.54 34.84/31.27 47.18/43.52
9-Position Baseline 72.65/72.51 45.21α/39.91α 55.73α/51.48α

9-Position Divide 77.39αβ/75.00α 57.31αβ/54.91αβ 65.85αβ/63.40αβ

Table VII. Evaluation of Two Detection and Recognition Modes

Types/Subtypes Precision (%) Recall (%) FFF-measure (%)
All-at-once 77.39αβ/75.00α 57.31αβ/54.91αβ 65.85αβ/63.40αβ

Cascade 74.48/71.99 60.20αβ/58.19αβ 66.58αβ/64.36αβ

Table VIII. Evaluation of Rectifying and Adjusting Based on the Possible Relations

Types/Subtypes Precision (%) Recall (%) FFF-measure (%)
+Rectify +Adjust 76.58/77.48α 61.90αβ/60.19αβ 68.46αβ/67.75αβ

Table IX. Comparison of Different Consistency Check Strategies

Types/Subtypes Precision (%) Recall (%) FFF-measure (%)
Guiding Top-Down 77.48αβ/77.91αβ 61.88αβ/58.83αβ 68.81αβ/67.04αβ

Subtype Selection 79.47αβ/77.52α 61.76αβ/59.23αβ 69.50αβ/67.15αβ

Strictly Bottom-Up 80.38αβ/77.44α 62.45αβ/60.16αβ 70.29αβ/67.71αβ

Type Selection 80.81αβ/78.06αβ 62.31αβ/60.04αβ 70.36αβ/67.86αβ

Table VI summarizes the experimental results. We have the following conclusions.
First, when we do not divide relation instances, the 9-Position Baseline significantly
outperforms 3-Position Baseline, which shows the effectiveness of our 9-position
feature. This is due to the fact that the class imbalance problem of the 3-positon is
more serious than that of the 9-position (see Section 3.1 and Tables II and III). Second,
the 9-Position-Divide significantly further improves the F-measure 18.15% and
23.15% over 9-Position Baseline in relation types and relation subtypes recognition,
respectively.

5.4 Evaluation on the Cascade Strategy

The aim is to investigate the effectiveness of the cascade strategy, that is, the
Step 2 in our framework. In the detection stage, binary-class SVMlight is adopted,
while in the recognition stage, multi-class SVMlight is adopted. Table VII presents
the experimental results. We can see that the Cascade strategy outperforms the all-
at-once strategy.

5.5 Evaluation on the Role of Possible Relation Information

As discussed in Section 4.1, the possible relation information between Arg-1 and
Arg-2 has two important roles: one is to rectify the classification results; the other
is to adjust the argument order. Table VIII shows the performance of this step. We
can clearly see that it is contributing and improves the F-measure 2.82% and 5.26% in
type and subtype recognition, respectively.

5.6 Evaluation on the Consistency Check Strategy

This is to test Step 4, that is, the consistency check method in Section 4.2. Table IX
shows the results, indicating that the strategies using subtypes to determine or select
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Table X. Evaluation Results of Different Position Structures after Step 4

Types/Subtypes Precision (%) Recall (%) FFF-measure (%)
Nested 80.47/77.41 85.39/82.15 82.86/79.71

Adjacent 85.81/84.50 19.87/19.57 32.27/31.77

Table XI. Evaluation of the Relation Inference

Types/Subtypes Precision (%) Recall (%) FFF-measure (%)
+Inference 80.71αβ/77.75α 62.48αβ/60.20αβ 70.43αβ/67.86αβ

Table XII. Evaluation of the Feature Design

Types/Subtypes Precision (%) Recall (%) FFF-measure (%)
Entity Type + Position Structure 71.38/67.23 50.51αβ/47.58αβ 59.16αβ/55.72αβ

+ External (Uni-) 77.53αβ/72.85 59.39αβ/55.81αβ 67.26αβ/63.20αβ

+ Internal (Uni-) 80.06αβ/76.75α 62.17αβ/59.60αβ 69.99αβ/67.09αβ

+ Bi- (Internal and External) 80.64αβ/77.58α 62.54αβ/60.17αβ 70.45αβ/67.77αβ

+ Wordlist 80.71αβ/77.75α 62.48αβ/60.20αβ 70.43αβ/67.86αβ

types (Type Selection) perform better than the Subtype Selection Strategy. This may
be attributed to the fact that previous correction (in Step 3) for relation subtype is
better than that of relation type. Overall, the type selection based consistency check
strategy is the best one.

5.7 Evaluation on the Relation Inference

We first present the results (after Step 4) of Nested and Adjacent structures in Table X.
The results of other structures are not shown since they are almost zero. According
to these reported results and our discussion in Section 4.3, intuitively we can follow
the path of “Nested ⇒ Adjacent ⇒ Separated ⇒ Others” to perform the inference.
But soon we find that if two concerned entity mentions are nested, almost all the co-
refereed mentions are nested. So basically inference works on the path “Adjacent ⇒
Separated⇒ Others”.

Then, through this inference path, we use both co-reference information and lin-
guistic indicators to construct relation inferring. The performance of relation inferring
is summarized in Table XI. We can see that the inferring step does not help as much
as we have expected. This might be due to that the lack of enough annotated relations
for co-reference mentions and for those sharing the same patterns, that is, linguistic
indicators.

5.8 Evaluation on the Role of Every Feature Category

Then, we evaluate the contribution of every feature category for our framework. All the
steps in our framework (see Section 4) are involved, but we will adopt the features in-
crementally. Only entity type and subtype features do not work. Therefore, Table XII
shows the results when we incrementally add the 9-position structure, the external
contexts and internal contexts, Uni-grams and Bi-grams, and at last the word lists
on them. The observations are: first, the 9-position structure provides stronger sup-
port than other individual features. Second, Uni-grams provide more discriminative
information than Bi-grams. Third, external context seems more useful than internal
context. At last, the wordlist feature slightly improves the performance.
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Table XIII. Comparison with Kernel-Based Approach

Types Precision (%) Recall (%) FFF-measure (%)
Kernel-based 81.83 49.78 61.90

Ours 80.71 62.48 70.43

5.9 Comparison with the Kernel-Based Approach

We provide a performance comparison between our framework and the kernel-based
framework in Zhang et al. [2009], which was also evaluated on the ACE 2005 Chinese
RDR task (for relation type only). Table XIII reports the results, which shows that our
approach outperforms this kernel-based approach, although it uses features that are
similar to those in our framework.

5.10 Studies on Feature Selection Methods

Since the large dimension and serious sparseness of the vector representation, we
would like to test whether the feature selection methods can be useful in our task.
Two feature selection methods (IG and BNS) are investigated.

Information gain [Yang and Pedersen 1997] of a term measures the number of bits
of information obtained for category prediction by the presence or absence of the term
in a document. Let m be the number of classes. The information gain of a term t is
defined as

IG(t) = −
m∑

i=1

p(ci) log p(ci) + p(t)
m∑

i=1

p(ci|t) log p(ci|t) + p( t)
m∑

i=1

p(ci| t ) log p(ci| t )

Forman [2003] presented an empirical comparison of 12 feature selection methods.
Results revealed the surprising performance of a new feature selection metric, “Bi-
Normal Separation” (BNS). Let tp(t) be true positives (number of positive cases con-
taining term t), fp(t) be false positives (number of negative cases containing term t),
pos denote the number of positive cases, neg be the number of negative cases, tpr(t)
denote the sample true-positive rate (tp(t)/pos) and fpr(t) be the sample false-positive
rate (fpr(t)/neg). BNS can be defined as follows:

BNS(t) = |F−1(tpr(t)) − F−1( fpr(t))|, where F is the Normal c.d. f

For each method mentioned above, we implement feature selection in two ways.
One is to construct feature selection on the whole feature space. The other is to
implement feature selection on N-gram subfeatures, for example, left-4 context
Uni-gram, while holding entity type/subtype and wordlist-based features unchanged.
The latter strategy gain better performance according to the experimental results in
Figures 3 and 4, where “Previous” corresponds to the result without feature selection.
Although fewer features can reduce the time cost of classifiers, the relation extraction
results do not seem to be promising. This might be because that SVM itself has enough
power to find the discriminative dimensions on the given data set. To continue this
direction, we may want to use some other formal methods, such as the PLSI [Hofmann
1999], which has successful application in text processing. This remains as our future
work.

6. CONCLUSIONS AND FUTURE WORK

In this article, we propose a position structure-based framework for Chinese entity
relation extraction. The main contributions can be concluded as follows. First, a
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Fig. 3. Feature selection on whole subspace. Fig. 4. Feature selection on N-gram subfeatures.

9-position structure feature, which is conceptually clear and computationally efficient,
is devised to relieve the serious class imbalance problem. This feature is also used
as a major component to form our divide-and-conquer relation extraction framework.
Second, the possible relation-based constraints are used to verify the relation clas-
sification results and adjust the argument orders of relations. Third, an interactive
consistency checking strategy is proposed to check whether the classified type and
subtype conform to the given relation hierarchy. Last but not the least, co-reference
information and pattern-based features are used to infer the more positive relations
through the classified positive ones. The effectiveness of them, especially the position
structure feature, has been demonstrated in the experiments conducted on the ACE
2005 Chinese data set.

Although the inferring step has not received the convincing performance improve-
ment, this direction could be interesting and fruitful. It is because that the inferring
can be derived from a graph where a vertex represents an entity, and the initial
edge is the classified relations of Nested and Adjacent structure. Then, the other
relations of any structure could be represented by this graph. Moreover, this graph
can represent the relations of entity pairs which are not in one sentence. We will
investigate this direction in the future. Furthermore, as for the efficiency issue of the
proposed framework, we would like to investigate the usefulness of l1-norm SVM,
which is efficient in dealing with large-scale data sets [Sra 2006]. We will also sys-
tematically investigate its effectiveness in improving the performance of the relation
extraction.

APPENDIXES

APPENDIX A: FORMAL DEFINITION FOR THE 9-POSITION STRUCTURE

Given an entity mention em, let em.start and em.end denote the start and end positions
of em in a sentence respectively. Let emi ⊃ em j denote (emi.start, emi.end) ⊃ (em j.start,
em j.end) and (emi.start, emi.end) �= (em j.start, em j.end), and let emk⊥ (em1,em2) denote
em1.end < emk.start and emk.end < em2.start. For any two entity mentions em1 and
em2, where em1 ⊃ em2 or em1 precedes em2, the position structure of them can be
grouped into nine categories in Table XIV.

APPENDIX B: FEATURE REPRESENTATION FOR CLASSIFICATION

Once the features are obtained, the task of the Chinese Relation Extraction is modeled
as a multi-class classification problem. Support Vector Machine (SVM) [Boser et al.
1992; Cortes and Vapnik 1995] is selected as the classification tool since it represents
the state-of-the-art in the machine learning research. Given a training set of labeled
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Table XIV. Formal Definition for the 9-Position Structures

Type Condition Label*
Nested em1 ⊃em2 ∧ ¬∃(emi)(em1 ⊃emi∧emi ⊃em2) (a)

Nested-Nested em1 ⊃em2 ∧ ∃(emi)(em1 ⊃emi∧emi ⊃em2) (b)

Superposition em1.start =em2.start and em1.end=em2.end (c)

Adjacent em1.end<em2.start∧¬∃(emi)(emi ⊃em1∨emi ⊃ em2) ∧ ¬∃(emj) (d)(emj⊥ (em1,em2))

em1.end<em2.start∧(∃(emi)(emi ⊃em1 ∧ ¬∃(emj)(emj ⊃em2))
Nested-Adjacent ∨∃(emi) (emi ⊃em2 ∧ ¬∃(emj)(emj ⊃em1)))∧¬∃(emj) (e)

(emj⊥(em1,em2))

Nested-Nested-Adjacent em1.end<em2.start∧∃(emi)(emi ⊃em1) ∧ ∃(emj) ( f )(emj ⊃em2) ∧ ¬∃(emj)(emj⊥(em1,em2))
Separated ∃(em j)(emj⊥(em1,em2))∧¬∃(emi)(emi ⊃em1∨ emi ⊃em2) (g)

Nested-Separated ∃(em j)(emj⊥(em1,em2))(∃(emi)(emi ⊃em1 ∧ ¬∃ (h)(emj)(emj ⊃em2))∨∃(emi)(emi ⊃em2 ∧ ¬∃(emj) (emj ⊃ em1)))
Nested-Nested-Separated ∃(em j)(emj⊥(em1,em2))∧∃(emi)(emi ⊃em1) ∧ ∃ (emj)(emj ⊃em2) (i)

*Corresponding examples are illustrated in Figure 1.

Table XV. Feature Vector Representation

Feature Representation

Position Structure One 9-dimensional binary vector where the ith entry is 1 if the position
structure is of the ith type, and the other entries are 0.

Entity Type and Subtype

For each entity mention pair, one binary vector for entity type and one
binary vector for entity subtype where the dimensions of them are the
total numbers of the entity types and the subtypes ACE defines and
the ith entry of the corresponding vector is 1 if the ith type or subtype
is recognized.

N-gram

For each internal and external context character string (sequence),
one binary vector for Uni-grams and one binary vector for Bi-grams,
where the dimensions of them are the total numbers of Uni-grams
and Bi-grams in the whole corpus respectively and the ith entry of the
corresponding vector is 1 if the ith Uni-gram or Bi-gram appears in the
given character sequence.

Wordlist

For each in-between and external context character string, one 4-
dimensional vector, where each entry corresponds to one wordlist and
the ith entry is 1 if the corresponding string contains any word in the
ith wordlist.

instance pairs (xi, yi), i = 1, . . . , l where xi ∈ Rn and yi ∈ {1, −1}l, SVM requires the
solution of the following optimization problem:

min
w,b ,ξ

1
2 wTw + C

l∑
i=1

ξi

s.t. yi(wTφ(xi) + b ) ≥ 1 − ξi

ξi ≥ 0

(2)

We use SVM in both the relation detection process and relation type and subtype
recognition process. As described in Manevitz and Yousef [2001], there are four differ-
ent text representations, that is, binary, frequency, tf-idf, and Hadamard. In this arti-
cle, we use binary vector representation for the features obtained before, as explained
in Table XV. We then combine the following vectors into a single feature vector to
SVM.
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APPENDIX C: CHINESE EXAMPLES FOR 9-POSITION STRUCTURES

(a) Nested Structure with Relation Type/Subtype: PART-WHOLE/ Subsidiary

(b) Nested-Nested Structure with Relation Type/Subtype: PER-SOC/Lasting-Personal

(c) Superposition Structure with Relation Type/Subtype: PER-SOC/Family

(d) Adjacent Structure with Relation Type/Subtype: PHYS/Located

(e) Nested-Adjacent Structure with Relation Type/Subtype: None/None

(f) Nested-Nested Adjacent Structure with Relation Type/Subtype: PART-WHOLE/Geographical

(g) Separated Structure with Relation Type/Subtype: ORG-AFF/Employment

(h) Nested-Separated Structure with Relation Type/Subtype: PHYS/Located

(i) Nested-Nested-Separated Structure with Relation Type/Subtype: PER-SOC/Business
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