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ABSTRACT
Existing image-to-image translation methods can effectively
deal with simple scenes or styles, such as horses-to-zebra,
cat-to-dog, and summer-to-winter. However, the performance
of night-to-day (N2D) translation remains unsatisfied due to
imbalanced/poor visibility and thus translation ambiguity, al-
though some progress has been made by GAN-based methods
recently. This paper proposes a CycleGAN-based N2D trans-
lation scheme, namely N2D-GAN, in a weakly-supervised
manner with consideration of both image and semantic infor-
mation. Specifically, we first adjust the brightness of night-
time images to boost the visibility, so that the generator can
better extract content information. Then, the generator pro-
cesses the translation by enforcing results to follow the dis-
tribution of daytime images in both image and semantic do-
mains. Besides, the cycle consistency is introduced to pre-
serve the fidelity between translations from two directions.
Experimental results demonstrate that our strategy outper-
forms other state-of-the-art N2D methods both quantitatively
and qualitatively.

Index Terms— Image-to-image/Night-to-day translation,
generative adversarial network, weakly-supervised learning

1. INTRODUCTION

The goal of image-to-image translation (I2IT) is to learn a
mapping from a source domain to a target domain, e.g., sum-
mer to winter, and image to semantic label, which has shown
its wide applicable scenarios, including style transfer, seman-
tic label generation, super-resolution, domain adaptation [1],
image enhancement [2], and data augmentation. Over past
years, a series of I2IT methods in supervised settings (using
paired data) have shown impressive performance. However,
collecting a large number of paired pixel-to-pixel data is dif-
ficult and expensive.

In order to achieve I2IT in the absence of paired exam-
ples, unsupervised methods have been developed, the models
of which can be trained using unpaired data from the source
and target domains. Recently, unpaired I2IT methods have
made great progress in many style transfer tasks, e.g., sum-
mer to winter, day to night, sunny to rainy. However, these
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Fig. 1. From left to right: two real-world nighttime images,
the translation results by CycleGAN and our proposed N2D-
GAN method, respectively. Over-exposed regions are high-
lighted in the red boxes, while under-exposed regions are
highlighted in the blue boxes.

methods only perform well on natural landscapes and single-
category images with less detailed and structural information.
From the examples in Fig. 1, we can see that obvious visual
artifacts left in complex urban scene images when applying to
the night-to-day (N2D) translation.

The main reason why these existing unpaired I2IT meth-
ods cannot achieve pleasant performance for N2D cases
comes from the poor visibility of nighttime images, leading
to translation ambiguity. Different from other images, night-
time real-world images are of uneven intensity distribution.
In other words, those over-exposed and under-exposed re-
gions appear at different spatial positions in nighttime im-
ages, which make content extraction more challenging. Also,
noise can also disturb the image-to-image translation. Addi-
tionally, the high-level semantic information of nighttime im-
ages is inevitably destroyed by the noise and low-light condi-
tions. Therefore, the daytime images generated by the exist-
ing unpaired image-to-image translation methods would con-
tain massive texture errors and lack of structural information,
resulting in low-quality translation results.

To alleviate the aforementioned issue, we propose a novel
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Fig. 2. Architecture of our proposed N2D-GAN, which includes two generators GA, GB , two discriminators DA, DB , and a
semantic segmentation module MS .

CycleGAN-based night-to-day translation method, termed
as N2D-GAN. In a weakly-supervised fashion, our method
can effectively improve the performance of N2D transla-
tion. To achieve the goal, We employ the traditional low-
light enhancement method to enhance the brightness of under-
exposed regions in order to extract richer structure and texture
information. Aiming to make sufficient use of the detailed in-
formation within the original image, we calculate the edge
loss between the gradient maps of input and output to guaran-
tee the generated image retaining key edge messages. Since
the ACDC dataset [3] provides semantic labels for nighttime
images, we can bring additional high-level semantic label to
the task for better regularize the generator. Furthermore, we
impose constraints on the texture and structural feature-level
information between the generated daytime image and the
original nighttime image to make generated images look more
realistic with well preserved content.

Concretely, our contributions can be summarized as:

• We propose a novel weakly-supervised I2IT network,
called N2D-GAN, which significantly boost the N2D
performance by mitigating the negative effect from
poor visibility (ambiguity) of nighttime images.

• We use the gradient map of the original nighttime im-
age to constrain the generated daytime image, which
can help to preserve more details, and thus make the
results more realistic.

• Besides the constraint in image domain, we adopt the
high-level semantic segmentation information to pro-
vide additional guidance to the translator, which effec-
tively reduce the semantic chaos in translated images.

• Extensive experiments are conducted to demonstrate
the efficacy of our design, and reveal its superiority over
other competitors on the N2D task both quantitatively
and qualitatively.

2. RELATED WORK

Due to limited space, this section will briefly review repre-
sentative GAN-based and unpaired I2IT approaches, which
are closely related to this work.

Generative adversarial networks (GANs). The frame-
work of GANs [4] framework can be divided into two sub-
networks, a generator and a discriminator, which are trained
together through the two-player minimax game. The purpose
of the generator is to generate realistic images that can con-
fuse the discriminator, while the purpose of the discrimina-
tor is to distinguish whether the input image is a real image
or a generated image. A series of GANs have been pro-
posed to generate more realistic images. DCGAN [5] uses
the convolutional structure in the discriminator and generator
to make the network training more stable. WGAN [6] con-
cludes that Wasserstein distance is nicer than Jensen-Shannon
divergence. Conditional GAN [7] injects extra information to
guide the image generation process.

Unpaired image-to-image translation. The unpaired
image-to-image translation aims to learn the bidirectional
mapping function between the source domain and target do-
main without the requirement of paired training data. Specif-
ically, CycleGAN [8] can effectively learn the mapping be-
tween two domains with the help of the proposed cycle con-
sistency loss. MUNIT [9] recombines the content code of im-
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age with a random style code sampled from the style space
of the target domain to translate an image to another do-
main. SCAN [10] can enable higher resolution image-to-
image translation in a coarse-to-fine fashion. U-GAT-IT [11]
proposes a novel method for unsupervised image-to-image
translation with a new attention module and a new normal-
ization function AdaLIN. AttentionGAN [12] proposes to use
the attention mechanism for unpaired image-to-image trans-
lation. CUT [13] and DCLGAN [14] can achieve impressive
performance based on contrastive learning. NICE-GAN [15]
designs a more compact and more effective architecture by
reusing the discriminator for encoding.

Unfortunately, most of existing unpaired image-to-image
translation methods have numerous as well as evident visual
errors and incorrect textures in night-to-day translation re-
sults. By using additional semantic and gradient informa-
tion, our weakly-supervised learning image-to-image trans-
lation approach can make it better to reduce the appearance
of visual errors and artifacts.

3. METHOD

3.1. Model Architecture

The unpaired I2IT aims to learn the mapping between do-
main A and domain B. Specifically, we set the night domain
to domain A and the day domain to domain B during the
night-to-day translation task. Similar to the CycleGAN [8]
architecture, N2D-GAN mainly includes two generators GA,
GB , two discriminators DA, DB , and a semantic segmenta-
tion module MS . The generator GA learns a mapping fA→B

from the night domain A to the day domain B, while the gen-
erator GB learns a mapping fB→A from the day domain B
to the night domain A. The discriminator DA and DB aim
to distinguish the generated image from the generator and the
real image from the dataset. Different from CycleGAN [8],
we performed an image enhancement operation on the input
image before sending it to the generator GA, which allows the
generator to capture more structure and texture information.
Besides, we add the filter to extract the edge map of the orig-
inal image x, y, and the generated image GA(x), GB(y) re-
spectively. Furthermore, aiming at retaining the semantic in-
formation of the night-to-day transition effectively, we utilize
a semantic segmentation module MS to combine the high-
level semantic segmentation task with the image translation
task. The entire N2D-GAN framework is shown in Fig. 2.

3.2. Semantic Segmentation Module

Real-world nighttime images lose high-level semantic infor-
mation due to the existence of under-exposed regions and
over-exposed regions. Because the neural network can-
not figure out what objects are hidden behind these over-
exposed/under-exposed regions, incorrect textures and arti-
facts are generated, e.g., black artifacts around street lights,

trees that appear above buildings, buildings with sky texture
and so on.

To alleviate the aforementioned issue, we propose a se-
mantic segmentation module to impose the semantic con-
straint on the generator. The image generated by the generator
GA will be extracted the semantic map by the semantic seg-
mentation module, and compared with the semantic map of
the original image. The weakly-supervised learning approach
using high-level semantic information for additional supervi-
sion can prevent the semantics of the generated daytime im-
age from being changed effectively. Specifically, we use the
DeepLabv3+ [16] model pre-trained on the Cityscapes dataset
as the semantic segmentation module MS .

3.3. Loss Function

The loss function of our N2D-GAN mainly consists of four
components, i.e. edge loss, feature loss, semantic loss, and
adversarial loss. In the following, we will introduce these
loss terms respectively.

Edge loss. Extensive dark regions exist in the real-world
nighttime image, which makes it difficult for the generator
to extract image details. Inspired by the edge detection, we
noticed that the edge information of the image can help to
improve the quality of the generated image on our night-to-
day image translation. Therefore, we propose to leverage the
edge information of both the original image and the generated
image as additional supervision to train the translator. We use
the L1 loss to calculate the distance between the edge maps of
both the original image and the generated image. The specific
edge loss function formula can be listed as follows:

Ledge =
∥∥Ex − EGA(x)

∥∥
1
+

∥∥Ey − EGB(y)

∥∥
1
, (1)

where Ex and Ey are edge maps extracted from original im-
ages, EGA(x) and EGB(y) are edge maps extracted from gen-
erated images. Moreover, because the edge information ex-
tracted directly from the nighttime image is less, we recom-
mend performing an image enhancement operation on the
nighttime image to enhance the illumination in advance. Con-
sidering the limited memory and the performance of differ-
ent image enhancement approaches, we properly choose the
gamma correction as the image enhancement operation.

Feature loss. From one point of view, an image can be
decoupled into the structure/content component and the tex-
ture/style component. Based on the idea of decoupling con-
tent and style, numerous unsupervised domain adaptation se-
mantic segmentation methods [17] and style transfer meth-
ods [18] have been proposed in recent years. Inspired by style
transfer [18], we propose the feature loss, which imposes con-
straints on structure feature and texture feature respectively.
The feature loss term can be expressed as follows:

Lfeature = Lperc(x
s, x̂s) + Lperc(x

t, x̂t), (2)
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where x is the input image and x̂ is the generated image. Con-
cretely, the Lperc is defined as a weighted sum of L1 differ-
ences between feature representations extracted from a pre-
trained VGG-19 network. Following the [17], the Lperc as
defined in the following shape:

Lperc =
∑
l∈L

wl

N l

∥∥ϕl(x)− ϕl(x̂)
∥∥
1
, (3)

where ϕ(·) is the VGG network, N is the number of pixels,
w is the weight of perceptual loss, and l is a concrete layer of
L({relu1 1, relu2 1, relu3 1, relu4 1, relu5 1}).

Semantic loss. The semantic segmentation module
guides the generator GA to generate the daytime image which
can retain the high-level semantic information of the original
nighttime image through the semantic loss function. Specifi-
cally, we use the cross-entropy loss as our semantic loss func-
tion. The semantic loss can be written as follows:

Lseg = −
n∑

i=1

yi log ŷi. (4)

Adversarial loss. Same as other generative adversarial
networks, we use two discriminators DA and DB for adver-
sarial learning. We adopt the following least-squares loss to
enforce the generated images to be close to the real images.

Ladv = (DA(GA(x))− r)2 + (DB(GB(y))− r)2. (5)

The respective objective functions of the discriminators
DA and DB are defined by (r = 1 and f = 0):

min
DA

LDA
=

1

2
(DA(x)− r)2 +

1

2
(DA(GA(x))− f)2, (6)

min
DB

LDB
=

1

2
(DB(y)− r)2 +

1

2
(DB(GB(y))− f)2. (7)

Inspired by the Cycle-GAN principle, N2D-GAN still
needs the cycle consistency constraint and the identity con-
straint as the basic objective. Specifically, the cycle consis-
tency loss given as follows:

Lcycle = ∥GB(GA(x))− x∥1 + ∥GA(GB(y))− y∥1, (8)

while the identity loss is defined as follows:

Lidt = ∥GA(y)− y∥1 + ∥GB(x)− x∥1. (9)

In summary, the whole training loss of the proposed N2D-
GAN is defined as follows:

LN2D−GAN = LGAN + λeLedge + Lfeature + Lseg, (10)

where the λe means the weight of the edge loss. The λe is set
to 10 in the experiments to keep all loss terms with the same
magnitude. The LGAN can be described as follows:

LGAN = Ladv + λidtLidt + Lcycle + LDA
+ LDB

, (11)

where the λidt means the weight of the identity loss and is set
to 5 by default.

4. EXPERIMENTS

4.1. Experimental Details

We implement the proposed N2D-GAN using PyTorch on a
single Nvidia 2080Ti GPU. In the training phase, N2D-GAN
is optimized by Adam in 200 epochs, the parameters of which
are set as β1 = 0.5, β2 = 0.999, and the learning rate is set to
0.0002. Same as CycleGAN, after 100 epochs, the learning
rate will linearly decrease to zero within 100 epochs. The crop
size is set to 256×256 and the batch size is set to 1. The gen-
erator is an encoder-decoder structure with 9 residual blocks,
while the discriminator is 70× 70 PatchGANs, both with in-
stance normalization. For the semantic segmentation module,
we use the ResNet50-DeepLabv3+ network pre-trained on the
Cityscapes dataset. All models in the experiments are trained
with 506 nighttime and 506 daytime images from the training
and validation set of ACDC-night dataset, while 500 night-
time and 500 daytime images from the test set of ACDC-night
dataset are used to evaluate the quality of generated images.

4.2. Datasets and Evaluation Metrics

The ACDC dataset consists of a large set of 4006 images
which are equally distributed between four common adverse
conditions: fog, nighttime, rain, and snow. We choose the
ACDC-night dataset as the main experimental dataset, which
contains 1006 nighttime images, 506 semantic labels for
nighttime images, and 1006 daytime images with a resolution
of 1920 × 1080. The Cityscapes dataset is used to train our
semantic segmentation network, which is a large-scale urban-
scene dataset, holding high-quality pixel-level annotations of
5K images and 20K coarsely annotated images with a high
resolution of 2048 × 1024. Following other I2IT methods,
we employ the Fréchet Inception Distance (FID) as the eval-
uation metric to evaluate the quality of the images we gener-
ated. Lower FID is better, corresponding to generated images
more similar to the real. We use the generated daytime im-
ages to train the semantic segmentation network and use the
mean Intersection-over-Union (mIoU) metric to evaluate the
prediction results to illustrate how much key semantic infor-
mation is retained in the generated images.

4.3. Comparisons

For the purpose of fairly comparing with other I2IT meth-
ods, the experimental results of all methods were trained 200
epochs on the ACDC dataset based on the default settings.
The values of metrics on the ACDC test set are exhibited in
Table 1. We compare our N2D-GAN with some representa-
tive methods on unpaired I2IT task, including CycleGAN [8],
NICE-GAN [15], DCLGAN [14], ToDayGAN [19], and
CUT [13]. We can clearly see that most I2IT methods do
not perform well on night-to-day translation. Obviously, our
N2D-GAN achieves state-of-the-art performance on unpaired
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(a) Input (b) CycleGAN [8] (c) NICE-GAN [15] (d) DCLGAN [14] (e) ToDayGAN [19] (f) CUT [13] (g) Ours

Fig. 3. Experimental results of night-to-day translation on ACDC-night test set.

Baseline +MS +MS + Lf N2D-GAN

Fig. 4. Visual comparison between different variations of our
N2D-GAN. Lf means the feature loss, and MS means the
semantic segmentation module.

night-to-day translation task. To better illustrate the superior-
ity of our method, we display some visual results of different
methods in Fig. 3. The image translation of CycleGAN may
fail on some complex scenes, resulting in images that are still
in the night style. The images generated by DCLGAN and
NICE-GAN are not ideal for preserving original image de-
tails. NICE-GAN, DCLGAN, ToDayGAN, and CUT can all
generate obvious artifacts and incorrect textures. Compared
with the above methods, our N2D-GAN generated images
with fewer visual artifacts and higher image quality.

Experimental results of the extra semantic segmentation
task are also shown in Table 1. We uniformly generate
960 × 540 daytime images as the training and validation set
of the DeepLabv3+. We consistently use these images to train
40,000 iterations of the segmentation network to conduct a
fair comparison. Although ToDayGAN achieves pleasant per-
formance in the FID metric, the low mIoU value indicates that
the generated images can not retain the pivotal semantic infor-
mation of the original image well. It is worth mentioning that

the prediction results of the semantic segmentation network
trained by daytime images generated by our N2D-GAN can
reach 38.52 mIoU, while the prediction results of other meth-
ods are all less than 35 mIoU. Compared with other methods,
our N2D-GAN can not only generate more realistic daytime
images, but also retain more vital semantic information.

4.4. Ablation Study

We conduct ablation studies on the ACDC-night test set in Ta-
ble 2 to demonstrate the validity of the different components
of our N2D-GAN. Taking CycleGAN as our baseline, we add
our proposed edge loss, semantic segmentation module, and
feature loss on it separately. The results show that any com-
ponent of N2D-GAN can improve the quality of the gener-
ated daytime image. We noticed that the semantic segmenta-
tion module we proposed was most helpful in improving the
quality of the generated image, which clearly demonstrates
the importance of semantic information for image-to-image
translation task. Moreover, we combine three components of
N2D-GAN in pairs, and the experimental results reveal that
any two of the components we proposed can help improve the
quality of generated daytime images. Finally, the full N2D-
GAN can achieve the best performance, with a 12.33 FID re-
duction compared to the baseline.

To better illustrate the effectiveness of our approach, we
visualize and compare some different variations of our N2D-
GAN, which is shown in Fig. 4. By leveraging the seman-
tic constraint, the semantic segmentation module can signif-
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Table 1. Quantitative comparison in FID and mIoU. For the
FID, lower is better, while for the mIoU, higher is better.

Model FID↓ mIoU↑
CycleGAN [8] (ICCV’17) 75.91 34.25

DCLGAN [14] (CVPR’21) 78.15 34.97
CUT [13] (ECCV’20) 75.58 34.81

NICE-GAN [15] (CVPR’20) 73.20 31.14
ToDayGAN [19] (ICRA’19) 67.56 32.57

N2D-GAN 63.58 38.52

Table 2. Ablation study on different configurations.

Components FID↓Ledge MS Lfeature

× × × 75.91
✓ × × 71.14
× ✓ × 67.85
× × ✓ 70.91
✓ ✓ × 66.20
✓ × ✓ 69.04
× ✓ ✓ 65.97
✓ ✓ ✓ 63.58

icantly remove the widespread artifact caused by the over-
exposed region in the sky. We can distinctly see that feature
loss can further correct the wrong sky texture in the building.
Besides, as can be seen from the regions highlighted by blue
boxes in Fig. 4, adding edge loss can further remove some
small artifacts with the help of edge information. Finally, a
complete N2D-GAN can achieve the best visual performance.

5. CONCLUSION

In this paper, we have proposed an unpaired night-to-day
translation method, namely N2D-GAN, which is a weakly-
supervised learning method via exploiting extra semantic in-
formation and edge information. Semantic information is uti-
lized by semantic segmentation module, while edge informa-
tion is utilized by edge extraction filter. Additionally, our
method uses the feature loss to make the image more real-
istic. Extensive ablation studies and detailed analysis have
revealed the necessity and effectiveness of each component
of our approach. Qualitative and quantitative results have
demonstrated that our N2D-GAN can generate satisfactory
results compared with other methods.
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