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ABSTRACT

Sketch is one of the most important art expression forms for
traditional Chinese painting. This paper presents a complete
sketch generation framework for ancient mural paintings.
First, we propose a deep learning network to perform mural-
to-sketch prediction by combining meaningful convolutional
features in a holistic manner. A dedicated mural database
with fine-grained ground truth is built for network training
and testing. Then we design a style-aware image fusion ap-
proach by detecting the specific feature region in a mural,
from which the artistic style can be maximally preserved.
Experimental results have demonstrated its validity in ex-
tracting style mural sketch. This work has the potential to
provide a computer aided tool for artists and restorers to
imitate and restore time-honored paintings.

CCS CONCEPTS

• Computing methodologies → Image processing; •
Human-centered computing → HCI theory, concepts and
models; User interface programming ;
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1 INTRDUCTION

Dunhuang murals are famous cultural treasure in the world
heritage as well as buddhist art. Unfortunately these invalu-
able murals have been severely damaged by both human
and nature factors through thousands of years. One of the
most important traditional preservation methods is to im-
itate those precious murals. Chinese traditional paintings
belong to claborate-style painting. Generally speaking, the
production process can be divided into three steps: first to
draw a sketch, then to fill the color, and at last to finalize
with a dark ink line. Among these, the most important step of
imitation procedure is to get the mural sketch. Sketch mainly
uses lines to outline objects, which is both the basic element
of visual image and the necessary means for art modeling.

Traditional manual imitation procedure for mural sketch
involves laborious work. For purpose of eliminating subjectiv-
ity, photography is regarded as a convenient option, painters
work on sketch copying according to the digital mural pic-
ture or slide show. The whole process is still time-consuming.
Moreover, it is prone to errors due to draftsmens painting
skill.

Advanced image analysis and computer vision techniques
enable the computers to improve the efficiency of imitation
work greatly. An interactive sketch generation method is
presented in[20]. The algorithm first obtain the contour of a
mural image which is composed of many connected curves,
and then rendered the strokes by learning styles from exam-
ples. Another work[12] is about a computational framework
to generate sketch by extracting hierarchical structure blocks
and replacing missing contents with interaction. These two
work are inspiring and supportive, but the results can be
further improved.

Since most ancient paintings involve a lot of noise due to
the destruction of human or natural factors, its difficult to
directly extracting sketch from original mural images with
low-level image processing methods. moreover, existing edge
detection or image segmentation techniques usually fail to
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produce a good artistic illustration, as they do not deal with
aesthetic aspects. Hence extracting a style sketch from a
mural image is very useful and challenging.

In the past few years, convolutional neural networks (C-
NNs) have become popular in the computer vision commu-
nity by substantially advancing the state-of-the-art of vari-
ous tasks, including image classification[18, 31, 33], object
detection[10, 11, 28] and semantic segmentation[5, 22] etc.
Since CNNs have a strong capability to learn high-level repre-
sentations of natural images automatically, there is a recent
trend of using convolutional networks to perform edge de-
tection. Some well-known CNN-based methods have pushed
forward this field significantly[3, 9, 13, 21, 30, 35].

In this paper, we address mural sketch generation problem
by developing a new CNN-based sketch extraction framework,
which aims to convert a mural image into a sketch. We treat
sketch generation as a task of learning image features and a
filtering task. Essentially, our underlying hypothesis is that
Convolutional Neural Network is able to find some distinctive
information from a clustered background, and thus there
remains only important signals that correspond to mural
sketches.Especially, we incorporate artistic style information
by using specific feature region detection for mural artwork.

We aim at quickly generating high-quality mural lines
which can (i) help record and research our precious cultural
heritage; (ii) better guide people to work on mural copying
and creation; (iii) use for mural disease labeling so as to
protect the ancient mural paintings.

Our contributions are as follows:
(1) We formulate a deep model that fully exploits staged

convolutional features of objects to perform the mural-to-
sketch prediction in a holistic manner.

(2) We design a collaborative representation method for
sketch optimization in the principle of mural style retain.
Specifically, we detect a specific ”style region” and enhance
the information of this region so as to preserve artistic style
to the maximum extent possible.

2 RELATED WORK

2.1 Line extraction

Sketch uses simple lines to convey information. The key tech-
nique of sketch generation involves line extraction, simply
called edge detection. As an important low level image anal-
ysis technique, edge detection has been extensively analyzed
in the fields of computer vision and pattern recognition over
the last 20 years.

Early classic methods such as Sobel detector[17], Canny
detector[4, 24] mainly consider locate sharp changes in the
intensity function. Due to the high efficiency of this method,
there are still some uses, but its accuracy is hard to meet the
requirements of modern applications. Especially, the fresco
strokes usually have a certain thickness so as to present
different style visually, while feature lines extracted from
these operators have two edges for one stroke.

With the vigorous development of deep learning, there
have been a recent wave of CNN based methods includ-
ing N4-Fields[9], DeepEdge[3], DeepContour[30], CSCNN[13],
HED[35] and RCF[21]. The above CNN-based models have
advanced the state-of-the-art significantly, but these meth-
ods usually only adopt CNN features from the last layer of
each conv stage. Specifically, When directly applying these
methods to fresco images, the results usually have no obvious
coherence from the perspective of drawing, unlike human
painting.

What’s more, many image-based non-photorealistic render-
ing (NPR) techniques use lines to help create illustrations. A
variety of methods[6, 8, 16, 25, 26] have been reported on A-
mong these, Kang et al.[15] proposed a flow-based anisotropic
filtering framework named FDoG (Flow-based Difference-
of-Gaussians) to extract lines, this work has a preferable
accuracy and less noise. We have attempted this method
to process the mural images. It is inevitable to do image
denoising or smoothing for input data and manually adjust
the parameters when applying this kind of method to mural
sketch extraction. This process is complicated.

To sum up, we need to specialize in sketch generation
technique for ancient murals.

2.2 Specific Object Detection for artwork

When it comes to art, artistic style plays a significant role
in identifying the origins of an artwork. In order to generate
a sketch that can well preserve the mural style, we consider
introducing face details such as eyes, eyebrows or mouths.

Facial point detection is critical for face recognition and
analysis, and has been studied extensively in recent years. Ex-
isting approaches can be generally divided into two categories:
classifying search windows or directly predicting keypoint
positions (or shape parameters). Many used Adaboost[19],
SVM[2, 27], or random forest[1] classifiers as component
detectors and detection was based on local image features.
Convolutional networks and other deep models have been
successfully used in vision tasks such as face detection and
pose estimation, face parsing, image classification, and scene
parsing.

To the best of our knowledge, current datasets available in
this field are mainly for natural persons, while our research
object is artistic figure. When these existing methods are
applied directly to the artwork, the results usually fail, as it
lacks essential artistic data analysis.

There are also art-related research work, but the main
focus is on artistic data analysis[32] or artistic style transfer,
seldom involves specific object detection. Westlake et al.[34]
pose an work of detecting People in Artwork with CNNs. A
People-Art dataset consisting of people from photos, cartoons
and different artwork movements is contributed in this work.
Our focus area is even smaller, that is, face detection in mural
artwork.
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Figure 1: Examples of our mural dataset. The second
row with figures are marked with green box which
can be further used for mural feature region detec-
tion.

3 DATA SET

Our research is based on a field study at Dunhuang Mogao
Grottoes, so we conduct a focus-group interview with the staff
at Archaeological Institute in Dunhuang Research Academy,
observe their existing working pattern, and collect relevant
data including high quality photographic images and the
sketches manually drawn by archaeological draftsmen which
have been open published in the form of archaeological report.
We obtain 624 mural-sketch images in total based on the
above two parts. Fig. 1 shows some examples.

4 METHODOLOGY

An overview of our approach is shown in Fig.2. We start by
introducing the architecture of our network (Sec. 4.1) from
which a mural-to-sketch prediction is performed based on our
dataset. To further obtain an artistic style sketch, we detect
the facial region in a mural painting, and generate the corre-
sponding sketch for this specific region(Sec. 4.2). Essentially,
our underlying hypothesis is that the style characteristics
can be well expressed by information of these feature regions.
Then, we introduce a new principle followed by collaborative
representation to fuse the mural sketch(Sec. 4.3).

4.1 Network Architecture of Sketch
Extraction

Recent work has shown that a fine-tuning convolutional neu-
ral network is an efficient way to obtain a good performance
on new tasks. We explicitly learn sketch information from
mural images via our network. Note that this type of Convo-
lutional Neural Network architecture is first proposed by [35],
which is a deep learning model used for image edge detection.

The original network structure is initialized based on an
ImageNet pretrained VGG16 layer model[31] by adding addi-
tional side output layers and replacing fully connected layers
by fully convolutional layers with 1 × 1 kernel size. Each
fully convolutional layer is then connected to an up-sampling
layer to ensure that the outputs of all the stages are the same
size.

Given sketch characteristics, we design an improved version,
as illustrated in Fig.??. We design the network to address

two important issues: (1) we train and predict the entire
image end-to-end (i.e., it is holistical); (2) we incorporate
multi-scale and multi-level learning for deep image features.
The architecture does not have to be as deep as the previous
version. The reason is that the features gradually become
ambiguous and generate a poor sketch along with the deeper
layer. Meanwhile, as described in[21], even though the con-
volutional neural network is designed with multiple inner
features, the use of outer multi-scale input improves the final
sketch generation significantly.

To obtain a more accurate prediction, we run the single
network on multi-scale input images, as illustrated in Figure
2(A). This strategy occurs at both the training stage, such as
data augmentation, and at the testing stage such as ensemble
testing. This approach is particularly common in non-deep-
learning based methods[7].

Compared with HED[35], our modifications can be de-
scribed as following:

(1) We provide the network with six-scale images and the
corresponding ground truths as the training set. We give
the training images six-scales (0.8, 1.0, 1.2, 1.4, 1.6, and 2.0)
,rotate the images to 4 different angles (0∘, 90∘, 180∘, and
270∘) and flip them with different axes (up-down, left-right,
and no flip) as input for training examples.

(2) We remove the layer of conv 5 3 and reserve the layers
of conv1 1, conv2 2, conv3 3 and conv4 3.

(3) HED only considers the last conv layer in each stage of
VGG16, in which lots of helpful information to edge detection
is missed. We use a fully convolutional network to combine
features from each CNN layer efficiently. Each conv layer is
connected to a conv layer with kernel size 1 × 1 and channel
depth 21. Thus it can capture more object or object part
boundaries accurately across a larger range of scales.

4.2 Feature Region Detection for Mural
Style Retain

The sketch results obtained from the above multi-scale deep
network model have better precision, but the style character-
istics have not yet been taken into consideration.

Ancient Chinese murals are composed of lines. These line
strokes have a specific artistic style of ”straightforward skill”,
which is sketch in traditional ink and brush style. The strokes
used for the drafting and finalization focus more on the line
shape and thickness of the strokes. Taking figure painting as
an example, this painting style is mainly reflected by facial
details such as eyes, eyebrows or mouths. Without taking
these factors into consideration, the results are alike only in
appearance but spirit.

To this end, we consider to design a specific feature region
based sketch extraction method, from which the style infor-
mation of the feature regions can be maximally retained. The
key of this issue is twofold: one is how to detect these feature
regions, and the other is what this so-called style should be.

It is worth mentioning that we have obtained some deep
features with multi-scale in the process of deep learning.
According to the staff of Dunhuang Research Institute, the
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Figure 2: The flowchart of Our work.

side outputs from the 2nd and 3rd layers show more style
features which should be retained. We will introduce details
in next subsection.

For feature region detection, we utilize TensorBox to detect
the face area of mural image. TensorBox supports several data
formats for bounding boxes description, so we can train on
our own data that the face areas are marked with bounding
boxes, as illustrated in the 2nd row of Fig. 1.

The automatically detected result for face area can be seen
as Fig. 2a). Note that the face detection for artwork is a chal-
lenging problem. We do not solve this general problem in our
work. Instead, we design an application-specific solution. We
apply interactive refinement to adjust candidate region with
a low false positive rate. This step is necessary, because some
automatic detected images may contain incorrect object item-
s due to errors in object detection sometimes. Furthermore,
the bounding-box based segmentation also needs improve-
ment. The user can interactively refine the segmentation with
methods like those in [29].

4.3 Style-Aware Sketch Optimization

As described in [35], the fused/averaged result is produced by
individual side outputs at different scales. It has been statisti-
cally validated that the learned weighted-fusion achieves best
F-score, while directly averaging all of layers produces better
average precision. We discover that convolutional features
become coarser gradually and intermediate layers contain
lots of useful fine details for style illustration. Directly aver-
aging all of layers produces better average precision, but also
losts the style characteristics. In principle, we might choose
existing image fusion method and optimize the combination,
but a simple merging method might not result in an artis-
tic combination. Our novel fusion method suited to specific
style-retain contains Three steps.

Firstly, we fuse a global sketch from the multi-scale side
outputs using the learned weighted-fusion. A weighted-fusion
layer is added to the network which simultaneously learn the
fusion weight during training. The loss function at the fusion
layer 𝐿𝑓𝑢𝑠𝑒 becomes

𝐿𝑓𝑢𝑠𝑒(𝑊,𝑤, ℎ) = 𝐷𝑖𝑠𝑡(𝑌, 𝑌𝑓𝑢𝑠𝑒)
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Figure 3: Our network architecture. The input is an
image with arbitrary sizes, and our network outputs
an edge possibility map in the same size.

where 𝑌𝑓𝑢𝑠𝑒 represents the fusion result. Dist(.,.) is a de-
fined distance measure between the ground truth label map
and the fused predictions. Our paper uses cross-entropy loss
for this purpose. Thus, the following objective function is
minimized via a traditional standard stochastic gradient, and
we update the parameter by back propagation:

(𝑊,𝑤, ℎ)* = 𝑎𝑟𝑔𝑚𝑖𝑛(𝐿𝑠𝑖𝑑𝑒(𝑊,𝑤) + 𝐿𝑓𝑢𝑠𝑒(𝑊,𝑤, ℎ))

where W denotes the collection of all standard network
layer parameters. Suppose in the network we have 𝑀 side-
output layers. Each side-output layer is also associated with
a classifier, in which the corresponding weights are denoted
as 𝑤 = (𝑤1, ..., 𝑤𝑀 ). ℎ is the fusion weight. 𝐿𝑠𝑖𝑑𝑒 denotes the
image-level loss function for sideoutputs. We emphasize here
that all the side-output predictions are obtained in one pass,
this enables us to fully investigate different configurations of
combining the outputs at no extra cost.

Secondly, we compute a local sketch for the detected style
region by averaging the corresponding results from 2nd and
3rd side outputs. The reason for partial average is because we
discover that convolutional features become coarser gradually,
and intermediate layers contain lots of useful fine details for
art style illustration. We also try to use weighted sum, but
we find the simple average works very well.

Finally, we optimize the combination of these images into
a final sketch. Merging those two readily available outputs
further boost the performance. The final merging f is then
computed as

𝑓(𝑝) =

{︃
𝐴𝑣𝑒𝑟𝑎𝑔𝑒(𝑌 2

𝑠𝑖𝑑𝑒(𝑝) + 𝑌 3
𝑠𝑖𝑑𝑒(𝑝)) 𝑖𝑓 𝑝 ∈ Ω

𝑌𝑓𝑢𝑠𝑒(𝑝) other

where Ω is the style region obtained from face detection
in last subsection.

5 EXPERIMENTS AND RESULTS

5.1 Experiment settings

Dataset Splits and Pre-processing: There are 312 mural-
sketch pairs in the introduced dataset. Of these, we use 180
pairs for training, 50 pairs for validation, and the rest for
testing. Before we conduct the experiments, we use the edge
strength to crop object of both photos and sketches for coarse
alignment. Then we resize all cropped murals/sketches to the
same size of 430 × 550.

Implementation Details: We implement our network
using the publicly available Caffe[14] which is well-known in
this community. The VGG16 model is used to initialize our
network. In training, the weights of 1 × 1 conv layer in stage
1-4 are initialized from zero-mean Gaussian distributions with
standard deviation 0.01 and the biases are initialized to 0.
All experiments in this paper are finished using a NVIDIA
TITAN X GPU.

5.2 Results

Fig.4 shows mural sketch results obtained from the test im-
ages. Our method performs consistently well on a variety of
images with different noise or broken content. Note that the
resulting strokes are clean, smooth, and coherent, with little
or no dispersement. Even in tough noisy images, our work
has been shown to produce satisfied results.

Fig. 4 (b-d) show the comparison of our method with other
popular line extraction techniques, including Canny, gPb, and
HED. We use a deep-learning model with multi-scale and
crop layer to obtain abundant information and the result is
better than traditional hand-crafted features. From the mural
line-drawing perspective, our method outperforms others in
that it is not only capable of generating smooth and coherent
lines but also capable of depicting perceptually interesting
painting style.

Generally speaking, it is easy to fade or local damage for
mural paintings due to the destruction of human or natural
factors, directly extracting sketches from original mural im-
ages would involve a lot of noise. Traditional line extraction
methods for this issue usually need to do image preprocess-
ing, while mural image denoising is tough and complicated
with popular smoothing detectors, such as L0-smoothing[36],
Bilateral Filtering[23]. In addition, due to the addition of
pretreatment, the contents of the mural itself has been mod-
ified, in fact, the result is not precise enough. It is worth
mentioning that our method does not require image denoising
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(a) (b) (c) (d) (e)

Figure 4: Results and comparison with other techniques. (a) Original image. (b-d) show edge responses from
the Canny, gPb, and HED operators respectively. (e) displays our results.

or smoothing operations. This shows that our method has
better robustness and practicability.

6 CONCLUSION

In this paper we have posed a style-aware mural sketch gen-
erating method based on convolutional neural network. We

built a dedicated mural database with fine-grained ground
truth for network training and testing, and utilized a fully
convolutional network to accumulate the features from each
CNN layer. To illustrate the specific artistic style of mural
paintings, we designed a style-retained image fusion approach
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based on the detected feature region in mural images. A col-
laborative representation solution were proposed to integrate
the global sketch and the local sketch. We demonstrated the
performance by extensive mural images. Our work is not
only capable of generating smooth and coherent sketches but
also is capable of showing artistic styles. Sketch is generally
considered the cornerstone of nonphotorealistic rendering, we
believe that it will be very suitable for realistic mural copying,
archaeological drawing and related culture applications.
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