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Figure 1: lllustrations of the audiovisual simulation result of roaming in the square on a rainy day. The top row presents three
frames of the visual simulation results of the listener in the three different positions. The bottom right corner inset in each frame
shows the corresponding airview map and the red dot indicates the listener’s current position. As the user’s distance from the metal
“Virtual Reality” changes, our method is able to capture this dynamic change of metal sound effects as shown in the spectra (from
top to bottom are left and right channels) on the bottom row. The white arrows mark the generated audio synchronized with the

visual animation.

ABSTRACT

We present a lightweight and efficient rain sound synthesis method
for interactive virtual environments. Existing rain sound simulation
methods require massive superposition of scene-specific precom-
puted rain sounds, which is excessive memory consumption for
virtual reality systems (e.g. video games) with limited audio mem-
ory budgets. Facing this issue, we reduce the audio memory budgets
by introducing a lightweight rain sound synthesis method which is
only based on eight physically-inspired basic rain sounds. First, in
order to generate sufficiently various rain sounds with limited sound
data, we propose an exponential moving average based frequency
domain additive (FDA) synthesis method to extend and modify the
pre-computed basic rain sounds. Each rain sound is generated in
the frequency domain before conversion back to the time domain,
allowing us to extend the rain sound which is free of temporal dis-
tortions and discontinuities. Next, we introduce an efficient binaural
rendering method to simulate the 3D perception that coheres with the
visual scene based on a set of Near-Field Transfer Functions (NFTF).
Various results demonstrate that the proposed method drastically
decreases the memory cost (77 times compressed) and overcomes
the limitations of existing methods in terms of interaction.
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1 INTRODUCTION

Rain sound, as a common environmental sound, is widely used in
video games and virtual reality (VR) applications. Most commonly,
the rain sound in these virtual scenes is homogeneous and stationary,
which can only provide constant information over a period of time.
However, raindrops hit different surfaces such as umbrellas or trees
can make different sound effects. If we simulate all sounds generated
by raindrops as a single type of rain sound, the spatial information
of virtual environment will be ignored. In this context, scene-aware
rain sound, which refers to synthetic rain sound that interacts with
scene dynamics, can convey more messages about the environment
to listeners and enhance the realism of virtual scenes. For instance,
when the listener moves towards the metal advertising words (see
Figure 1), more and more clear metal sound effects can enhance
the listener’s sense of distance. Moreover, when the listener’s view
angle is changed and the metal advertising words are out of sight, the
remaining metal sound effects from behind may remind the listeners
of the nearby metal advertising words.

To achieve this goal, several researchers were attracted to explore
the scene-aware rain sound synthesis methods [22,42,46]. Zita [46]
proposed a physically-based method by analyzing the relationship
between raindrop kinetic energy and velocity. However, the pro-
hibitive simulation cost is not feasible for large virtual environments.
In order to improve the efficiency of rain sound simulation, Verron
and Drettakis [42] designed a signal-based rain sound model with
five physically-inspired “sound atoms”. This method is highly effi-
cient, however, the synthesis parameters for sound modelling cannot



be fully automatically extracted from recorded sounds. Lately, an
efficient scheme [22] was proposed to synthesize realistic surface
material-aware rain sound. A basic rain sound bank was created for
various surfaces during pre-computation. However, the basic rain
sounds must reside in memory because the latency of streaming from
disk is too high. As such, the basic rain sound bank is a memory-
inefficient representation (about 100 MB) which is far more than the
sum of all audio memory budgets in video games [23]. Moreover,
the method [22] is ill-suited for interactive virtual environments due
to that a smoothing algorithm is needed to clear up sound artifacts
in the post-processing.

In this context, there still exist several challenges that are under-
explored. Firstly, how to generate sufficiently various rain sounds
with limited sound data is the key issue for the memory challenge.
Different numbers of raindrops hitting different surfaces can emit
various rain sounds, while the audio memory budget of video games
and VR applications is limited. For example, there is only 25 MB
of audio memory budget for all audio and 2 MB of audio memory
budget for impact sounds in the open-world video game Crackdown
IT [23]. Secondly, how to automatically couple and render a large
number of dynamic sound sources in real time is another burning
issue. Video games and VR applications require real-time sound
feedback, while the rainfall scenario usually contains a large number
of dynamic sound sources which will bring in heavy computation.
Moreover, a real-time feedback system not only requires high com-
putation efficiency, but also cannot be optimized through manual
adjustment or post-processing.

Focusing on these issues, in this paper, we propose a lightweight
scene-aware rain sound simulation method that can efficiently re-
duce memory consumption and synthesize interactive rain sound in
real time without any manual adjustment or post-processing. An
example generated by our sound synthesis system is illustrated in
Figure 1 (see more in Section 4). Firstly, to solve the memory chal-
lenge, we propose an exponential moving average based frequency
domain additive (FDA) synthesis method based on eight basic rain
sounds which satisfied the requirements of low memory budget. The
eight basic rain sounds are short rain sound clips corresponding to
the sounds of raindrops falling on different surfaces. Specifically,
the exponential moving average based FDA rain sound synthesis
algorithm contains two parts: the FDA synthesis method is designed
to realize the variety of rain sounds and the exponential moving
average based concatenation method is proposed to extend the short
rain sounds with no sense of repetition. In doing so, we drastically
decrease the memory budget (1.3 MB in total) compared to the
previous method [22] (about 100 MB). Subsequently, an efficient
binaural rendering method is proposed to ensure the real-time au-
dio feedback and simulate the 3D perception that coheres with the
visual scene. Specifically, a set of low order Near-Field Transfer
Functions (NFTF) with simple structure are utilized to approximate
the binaural effects. In summary, the main contributions of our work
are listed as follows:

* We propose a lightweight scene-aware rain sound simulation
method for interactive virtual environments. Our method can
drastically decrease (77 x) the audio memory budgets com-
pared with the state-of-the-art sound synthesis solutions.

A novel FDA rain sound synthesis algorithm based on expo-
nential moving average is proposed to generate and extend
short sound clips. With this approach, long segment of suffi-
ciently various rain sounds can be generated with no sense of
repetition.

e An efficient NFTF-based binaural rendering method is de-
signed for real-time audio feedback and fine scale audio-visual
consistency. The proposed scheme allows the simulation of a
large number of sound sources with a low computational cost.

2 RELATED WORK

In order to improve the sense of realism and immersion, in recent
years, more and more attention has been drawn to sound synthesis
in virtual environments. In this section, we briefly cover the back-
ground on sound simulation, propagation and binaural rendering
related to our work.

2.1 Sound Simulation

Sound simulation has a long history in categories of computer anima-
tion [40], sound and music computing [7, 13], and interactive virtual
environments [11,12]. A general methodology for producing sound
effects for animations was addressed in [40]. O’Brien et al. [29] tar-
geted on the sound generation corresponding to the motions of solid
objects. Later, several methods [5,20,24,27,36,37,45] focused on
the nonlinear sound generated by tree movement, thin shells, liquid,
elastic rods, paper, etc. Zheng and James [45] proposed a practical
method to synthesize synchronized harmonic bubble-based sounds
for 3D fluid animations. Due to the complexity of the fluid motion
and bubble calculation, this method is costly at runtime. Concurrent
with [45], Moss et al. [27] addressed the liquid sound synthesis prob-
lem with different types of fluid simulators and achieved real-time
effects on shallow water sound simulation. Chadwick et al. [5] ex-
plored the nonlinear sound model for thin-shell vibrations. Although
some simplified schemes are adopted in the method, this method
still can’t achieve real-time feedback. Langlois et al. [20] further
explored complex acoustic bubbles and proposed a liquid sound syn-
thesis method directly from two-phase incompressible simulations.
This method further enhances the realism of the liquid sound, but it
also requires more computational cost. Schweickart et al. [37] pro-
posed the sound simulation method of rod-like structures. However,
the internal mesh representation increased memory and computation
time requirements. For the non-interactive scenes such as anima-
tions, several methods had been proposed to synthesize more and
more realistic sound. Although sounds generated from complex
nonlinear phenomena can be simulated, the heavy computational
load prevents the use of the method in interactive settings.

Compared to sound synthesis methods for animation, methods for
virtual environments and video games put forward higher require-
ments in terms of computing time complexity and space complexity.
James et al. [19] proposed a timbre trees based method to produce
convincing sound effects in an integrated way. Later, Doel ez al. [12]
simulated the sound of objects colliding, rolling and sliding through
modal resonance models. As early explorations, these methods pro-
vide us a pipeline for parameterizing synthetic synchronized sounds.
Later, a lot of research emerged to explore the real-time synthesis
of different sounds. Dobashi et al. [9] proposed an efficient method
for simulating aerodynamic sound created by the motion of fluids.
They [10] further explored the vortex sounds corresponding to the
motion of fluids and synthesized the sound at interactive rates. Carlo
and Davide [4] proposed a cartoonication particle-based liquid sound
rendering method. This method focuses more on the prototypical
characteristics of the events rather than on the typical acoustic re-
alism of the audio sample. To balance realism and computational
cost, granular-based sound synthesis methods [8, 39] are widely
used in virtual reality scenarios with real-time feedback. Various
sound synthesis methods for several different sounds such as foot-
step sound [28], ocean sound [44], liquid sound [6] are explored for
the virtual reality system.

Among different kinds of sound, sound effect for the rainfall
scenario is still less explored, mainly due to that the rain sound is
traditionally treated as a homogeneous and stationary background
sound effect. To explore the scene-aware rain sound, Zita [46] pro-
posed a physics-based model to calculate the rain drop sound from
rigid surface and soft surface. However, since rainfall scenario is
usually large scale with a large number of raindrops, this method
can not achieve real-time playback due to the expensive physical



simulation. To achieve efficient computing performance, Verron
and Drettakis [42] proposed a physically-inspired, signal-based rain
sound model, yet the synthesis parameters for sound modelling can-
not be fully automatically extracted from recorded sounds and the
synthesized rain sound is less synchronized with the high random-
ness rain scene. Recently, Liu er al. [22] designed a physically rain
sound simulation method based on acoustic characteristics of rain
sound [15,17,25,30-32]. To enable efficient sound simulation, a
basic rain sound bank is precomputed using clustered sound models.
However, the sound bank is about 100 MB to ensure the variety of
sounds, which is memory-inefficient and ill-suited for audio memory
budgets limited virtual reality systems. Besides, this method needs
the post-processing to smooth the discontinuities during stitching
different rain sound sources. Overall, current rain sound synthe-
sis methods are ill-suited to generate high quality scene-aware rain
sound in interactive virtual environments. To this end, it is necessary
to develop a lightweight, interactive way for rain sound simulation.

2.2 Sound Propagation and Binaural Rendering

Sound propagation and binaural rendering are two important stages
for delivering the spatial information to a binaural listener in a
virtual environment. Sound propagation refers to the simulation
of reflection, transmission, and diffraction paths from a sounding
object to a listener’s ear. Several geometric acoustic techniques
[1,3,21,35], wave-based methods [26,34,41] have been proposed for
sound propagation modelling. Wave-based techniques can simulate
all acoustic effects accurately, yet usually is mathematically and
computationally expensive. Geometric techniques can provide an
efficient solution which enables real-time acoustic modelling. Due
to the large-scale and highly dynamic characteristics of interactive
virtual rain scene, we take advantage of a recent geometric technique
[3] to simulate the sound propagation.

Binaural rendering refers to the 3D sound rendering which aims
to simulate the sensation of binaural hearing. In virtual audio dis-
play, the head related transfer functions (HRTFs) are usually uti-
lized to describe the sound perception. At present, several research
works [33, 38,43] have explored the HRTFs for the virtual audio
display. Due to real-time requirements of interactive virtual envi-
ronments, the brute-force computational approaches [16] are not
appropriate to the application. Recently, an effective alternative [38]
was proposed through a set of low-order parametric filters. This
method can simulate the near-field acoustic effects at low computa-
tional costs, which is applicable to rain scenes with multiple sound
sources. Different from Spagnol er al. [38], we take advantage of
the low-order parametric filters and proposed a modified NFTF-
based binaural rendering method which is tailored to large-scale and
multiple sound sources rainfall scenarios.

3 LIGHTWEIGHT SCENE-AWARE RAIN SOUND SIMULATION

Scene-aware rain sound can be synthesized through pre-computing
different categories of basic rain sounds. However, the basic rain
sound bank in previous approach is too large (about 100MB) for
video games and interactive virtual reality applications. As such,
our goal is to develop a lightweight method for scene-aware rain
sound simulation. In this section, we start from the lightweight
rain sound bank construction based on the similarity analysis of
rain sounds generated through physical model. Then we describe
the FDA synthesis method and exponential moving average based
concatenation method which help us achieve sufficient variation
with no sense of repetition based on the lightweight rain sound bank.
Finally, we introduce the NFTF-based binaural rendering technique
which is designed and utilized for 3D rain sound generation.

3.1 System Overview

As illustrated in Figure 2, our system works in four stages. Firstly, we
construct a lightweight rain sound bank and define the pre-computed
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Figure 2: The architecture for our lightweight scene-aware rain sound
synthesis technique. In each time step ¢, the user inputs the spatial
position P(r) and spatial angle ®(¢) by the input device (mouse, key-
board, etc.) and the visual simulation module provides sound source
positions {S} and raindrop number Num(z) to the sound simulation
module. In the sound simulation module, there are four main com-
ponents in the pipeline: precomputed short rain sound as basic rain
sound, FDA synthesis for generating target rain sound, exponential
moving average based concatenation for extending short rain sound
clips and NFTF-based binaural rendering for 3D sound generation.
The output of the sound simulation module is the 3D rain sound that
coheres with the visual scene.

rain sounds as basic rain sounds. The pre-computed basic rain
sounds are very short. As such, we can reduce the audio memory
budget greatly. In the FDA synthesis stage, we reconstruct the
target rain sound which is corresponding to the current specific rain
scene based on the pre-computed basic rain sound. Specifically, the
modification and superposition of basic rain sounds are guided by
the input interaction parameters in the frequency domain. The input
interactive parameters consist of two parts: spatial position P(z) and
spatial angle ©(¢) from the user input, sound source position S and
raindrop number Num(t) from the scene simulation. Then, to extend
the short target rain sound, an exponential moving average based
concatenation method is designed which can generate endless sound
with no sense of repetition. Next, to achieve the 3D perception
that coheres with the visual scene efficiently, we propose a NFTF-
based binaural rendering to approximate the distance rendering and
perception of virtual rain sound sources. Each major technical
component of our system will be described in detail in the following
sections.

3.2 Lightweight Rain Sound Bank Construction

In this section, our goal is to construct a sufficiently small rain sound
bank which still can contain the sound characteristics of different
surfaces (water, leaves, etc.) and rainfall intensities (light rain, heavy
rain, etc.). Contrary to synthesize various types of rain sounds
directly based on physical model [22], our core idea is to explore
the minimal set of rain sounds, from which most of various types of
rain sounds can be efficiently constructed. To this end, we analyze
the scaling relationships among different rain sounds based on the
audio feature similarity comparison.

Specifically, we synthesize rain sounds for both liquid surface and
solid surface of different rainfall intensities based on the physical
model [22]. The rainfall intensities are divided into ten intervals
according to the raindrop numbers commonly used in rainfall sim-
ulation. The total raindrop number range is 5000 ~ 10000 and the
length of each interval is 500. Then, to explore scaling relation-
ships among different rain sounds, we further calculate the linear
superposition results of rain sounds in different intervals.

To analyze the similarity of linear superposition results and phys-
ical model outputs, we extract four audio features of these rain
sounds, namely spectral centroid, spectral entropy, spectral flux and
spectral roll off !. The feature curves of rain sounds of different rain-
fall intensities generated by physical model and linear superposition

I'Spectral Centroid is the average frequency of signal weighted by magni-
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Figure 3: An illustration of audio features of sound generated by different methods. There are four feature curves in each sub-figure, three of which
correspond to sounds synthesized by physical methods and one to sounds generated by linear superposition. The rain sound A[9500,10000]

indicates that the number of raindrops interval is 9500 to 10000.
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Figure 4: An illustration of the considered and neglected sound
sources in a virtual scene. The red dotted line represents the lis-
tener's movement track. When the listener is at the red dot, the
surrounding yellow sound sources will be calculated.

are illustrated in Figure 3. It can be observed that through the linear
superposition of sound, we can get the similar sound generated by
the physical model. Especially in the larger scale (Figure 3 (a)), we
can clearly observe that the spectral centroid curve and spectral roll
off curve of superposition result is very similar to the curves of the
physical model result. This suggests that the energy distribution of
these two sounds is very similar. When in the smaller scale, because
the four kinds of sounds are similar, the similarity characteristics are
not so obvious.

Therefore, we can only synthesize and store the rain sound clips
at both ends for the two categories of sounds: impact sound for
solid surface, the bubble sound for liquid surface. Based on the
aforementioned observation and analysis, we finally store four basic
rain sounds, namely the light impact sound /L(¢) in [5000,5500]
and heavy impact sound 7H (¢) in [9500,10000], and the light bub-
ble sound BL(t) in [5000,5500] and heavy bubble sound BH (¢) in
[9500,10000]. Please see Appendix A for the synthetic process of
the basic rain sound. In order to further distinguish the sound of
raindrops falling on solid surfaces of different materials, we store

tude, Spectral Entropy calculate the regularity of power spectrum of signal,
Spectral Flux differentiate between normalized spectral magnitudes, and
Spectral RollOff measures the spectral concentration less than threshold.

Considered Sound Source

four typical materials sound recordings from BR-sound bank [22]:
glass sound MG(t), metal sound MM (t), wood sound MW (r) and
cloth sound MC(r). The rain sounds with material sound textures
are synthesized through a signal reconstruction model (see sec 4.3
of [22]). Therefore, there are eight rain sound clips stored in total in
pre-processing. Each sound clip is 0.5 seconds long and about 170
KB. Thus the total audio memory budget is about 1.3 MB, which
has greatly reduced the audio memory budgets.

3.3 FDA Synthesis

The pre-computed rain sounds are homogeneous and stationary, so
they cannot provide consistency with the current visual scene and
user position. To synthesize the rain sound that coheres with the ex-
pected human perception, we present a FDA synthesis method which
can generate different rain sound sources based on the lightweight
sound bank. Although time-domain synthesis is faster, granular
synthesis methods in the time domain are required to address the
unpredictability of the phase at the beginning and at the end of the
grains. In contrast, the advantage of synthesis in the frequency-
domain is that the phase shift or magnitude of a signal at each
frequency can be handled more intuitively. The additive synthesis in
frequency-domain can reconstruct phase and provide continuity be-
tween consecutive grains, which may contain significantly different
sonic data.

Specifically, in each time step ¢, we can get the parameters of
listener spatial position P(t) = (px(t), py(t), p;(t)) and spatial angle
O(t) = (6x(1),6y(t), 6(¢)) from the input device. In order to deter-
mine the location and strength of the rain sound source, the number
of raindrops Num(t) in the simulated virtual environment and the
positions of object’s surfaces {S} are also as the input to our sound
synthesis algorithm. Then, we calculate the weight value of linear
superposition by distance and number of raindrops. Each object sur-
face is regarded as a sound source. Since human auditory distance
is limited, we do not consider every object in the scene as a sound
source and neglect the rain sound sources outside a fixed distance (as
illustrated in Figure 4). The considered region is a hemisphere with
the radius, where the radius can be set by users. In the experiment,
to ensure the fairness of the comparison, we set the radius to 10



IL(1) weight for weight for
BL@  IL®BLO Num(ty  IH(BH(
A

Num, Numy,

Figure 5: An illustration of the superposition ratio in distance interval.
The proportion of blue area represents the weight of /H(¢), BH(t), and
the proportion of yellow area represents the weight of 1L (t), BL(z).

which is the same as previous work. This allows us to efficiently
calculate the rain sound of virtual scenes with different sizes. For a
surface S of object O, we calculate the Euclidean distance Diso(t)
between the coordinates of surface (S9, S;.) , S?) and the listener.

With the Num(t) and Dis®(t), we can determine the su-
perposition ratio of the impact sounds and bubble sounds
{IL(¢),1H(r),BL(t),BH(t)} in lightweight sound bank. As shown
in Figure 5, the superposition follows a linear interpolation between
Numyp, and Numy and the amplitude of rain sound is in inverse pro-
portion with the distance Diso(t). Moreover, the amplitude range
of the material sound textures should be adjusted into a balanced
scale with the impact sound and bubble sound. Take the near-field
impact sound as an example, the amplitude of material sound texture
is firstly scaled as follows:

—= M) (1)

where AIN(r) indicates the average amplitude of the near-field im-

pact sound IN(¢) and AMO(¢) is the average amplitude of material
sound textures MO (t) = {MG(t), MM (t), MW (t),MC(t)}. Finally,
for an object surface S, the expression of the superposition rain
sound SRO(r) is formulated as:

Numpy — Num(t)
(Numy — Numy ) - DisO(t)
Num(t) — Numy,
" (Numy — Numy ) - DisO(t)
@)

SRO(r) = [IL(t) +w- BL(t) + M{ ()] -

+[IH(t)+w-BH(1) + M2 (1)]

where Numy — Numyg, is the raindrop number range of the both
ends, Mgl(t) refers to the scaled material sound textures for impact
sound of heavy rain. For both solid and liquid surfaces, the sounds
are synthesized based on the same basic rain sounds in varying
proportions. When the surface is solid, the value of w is 0, otherwise,
equals to 1. Furthermore, according to the efficiency shown by the
previous frequency-domain approaches [2, 14], the above additive
synthesis is also carried out in frequency-domain.

3.4 Exponential Moving Average based Concatenation

It is generally known that the rain sound is a kind of continuous
and varying sound. Therefore, playing a looping short rain sound
will damage the sense of reality and immersion. To solve this issue,
we design an exponential moving average based connection method
to extend and modify the generated short rain sound SRP(r). The
main idea of the connection method is to smooth out the transitions
between sound samples which acts as a low-pass filter. Therefore,
we can compose the rain sound by simple and small acoustic grains
in a continuous way. In this section, we first introduce the granular
synthesis at spectral level, then we describe how we avoid disconti-
nuities at the junction points.

Granular synthesis is a kind of overlap-add method which de-
scribes complex sounds as the composition of short and simple

Algorithm 1 Interactive rain sound simulation

Input: pre-computed basic rain sound: {IL(t), IH(t), BL(t),
BH(t), MG(t), MM(r), MW (t), MC(r)}, position coordinates
(px(1),py(t),p-(t)), angle coordinates (6(r),6,(r),0.(r)),
rain sound number Num(t), object surface SY coordinates
(82,59,52),0 € {near-field and far-field region},

Output: 3D rain sound rainsp (t)

1: Determine the sound source field and update sound sources;

2: for all rain sound sources SR?(r) € sound source field do

3:  Calculate the Euclidean distance between listener and object
surface SO;

: Scale the material sound textures based on Equation (1);

5. Synthesize rain sound source SR?(r) based on FDA synthesis
method (3.3);

6:  Normalize SRO(t) to [-1,1];

: Generated rainO(t) based on exponential moving average
based connection method (3.4);

8:  Near-field sound effects simulation based on NFTFs and
Far-field sound effects simulation based on BST algorithm
(3.5);

9: end for

10: return rainzp(t)

acoustic grains. Due to the high efficiency of this kind of algorithms,
granular synthesis methods are proper for virtual environments to
generate dynamic variations of the timbre endlessly. However, tra-
ditional time-domain granular synthesis methods usually connect
sound samples with non-matching phases, which can often lead to
audible clicks owing to the amplitude discontinuities.

To avoid this issue, we note that exponential moving average filter
in frequency domain can generate signal without jumping points.
Specifically, the core idea of the designed exponential moving aver-
age based connection method is: the most recent sound samples are
given more weight. First, we randomly select N consecutive samples
from rain sound sources SR?(1). Let the selected samples SP(¢) as
grains. Then, the selected samples SP() and previous rain sound
rain®(t — 1) of object O are converted into frequency signal by fast
Fourier transform (FFT). To generate current rain sound raino(t)
of object O, we perform the exponential moving average filter as
follows:

rain®(t) = (1 — wgpa) - SP(t) + Wppa -1ain®(t— 1) (3)

where wgy4is the weight coefficient of exponential moving average
filter. Finally, the current rain sound rain® (t) is converted into time
domain through inverse fast Fourier transform (IFFT). When 7 = 0,
the current rain sound rain®(t) is the current rain sound sources
SRO(r).

In summary, the designed exponential moving average based
connection method (see Figure 6) is performed by the following
steps:

» Randomly select N consecutive samples SP(¢) from rain sound
sources SR (¢) as grains;

« Perform FFT of SP(1) and previous rain sound SR (r — 1);

¢ Perform exponential moving average filter and generate the
current rain sound rain© (t);

« Take IFFT of the current rain sound rain®(t).

We set N = 9600 and wgp4 = 0.1 in the experiment. By cycling the
above process 5 times (the sampling frequency of synthetic sound is
48000 Hz), we can generate the varying rain sound rain© (t). With
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Figure 7: lllustrations of the virtual locations of sound sources (as
dots) and head geometry. (a) shows the near-field (yellow) and far-
field (blue) region. (b) illustrates the head geometry of a listener.

the exponential moving average based connection method, we can
not only extend the rain sound endlessly, but also avoid the post-
processing smoothing algorithm in previous work [22]. That makes
it is well-suited for the real-time feedback interactive system.

3.5 NFTF-based Binaural Rendering

Since we aim to synthesize realistic scene-aware rain sound, in this
case, the rain sound is no longer a background environmental sound.
For example, the rain on the overhead canopy, the rain on right
side metal show the spatial properties of sound sources (the sound
effects are shown in the accompanying video). However, the rainfall
scene is usually large scale with multi sound sources. As such,
the high aural complexity of rainfall scene results in computational
challenges for audio rendering.

To improve computing efficiency, we design a separate sound
effects solution mechanise for near-field and far-field sound effect
simulation (see Figure 7 (a)). For far-field sound propagation, we
follow the bidirectional sound transport (BST) algorithm [3] at each
time step. The BST method can handle multiple sources in large
virtual environments at an interactive rate. For near-field binaural
sound effect, we no longer simulate it in a brute-force computational
way (finite-difference and finite methods). Instead, we adjust and
integrate a set of NFTF filters to adapt them for our 3D rain scene.

Now we describe how we simulate the near-field sound effects
through the NFTF-based binaural rendering. Due to the fact that the
near-field HRTF databases are difficult to measure and construct, we
need to find an efficient way to the realization of near-field virtual
auditory display. To ensure the real-time feedback, we utilize a set
of NFTF filters with simple structure and low order to accurately
approximate the near-field sound effects. The NFTF filters are built
upon incidence angle o and distance of source DisC. Taking the left
ear as an example, the incidence angle is the angle between rays
connecting the center of the head to the sound source and to the

ear (see Figure 7 (b)). The incidence angle of left ear oy, can be
calculated by the vector as follows:

cs0. ¢l
)

oy, (t) = acos

Then we normalize the distance of source to head radius as follows:

Dis? (t) = HC?‘ /a (5)

where a is the head radius and we fix the head radius to the standard
value a = 8.75 cm. The distance and angle between the listener and
the sound source are changing over time.

The spatialized rain sound rainsp(t) for near-field and far-field
is synthesized by filtering the rain sound source rain®(t) through a
pair of NFTF filters as follows:

rainzp(t) = Y
Ocnear— field

+ Y BST(Dis®(t)) rain°(t)
Oc far— field

NFTF(a(r),DisO(t)) - rain® (t)
(©)

where NFTF (-) are the NFTF filters and BST () represents the BST
algorithm followed [3]. The NFTF filters utilized in Equation (6)
are listed in Appendix B.

In the experiment, we set the calculation range of near-field simu-
lation to 30 cm. This is because when Dis (t) (or Disg (t)) is greater
than 3, there is no significant change in sound intensity. In Section 4,
we test and show the change of filters at different distances. In sum-
mary, the whole process of the interactive scene-aware rain sound
simulation is listed in Algorithm 1.

4 RESULTS AND DISCcUSSIONS

We tested our method on various rain scenes. We implemented our
algorithm on Matlab and all the experiments were conducted with
the same hardware: Intel Core i5-4590, NVIDIA GeForce GTX
1660 Ti GPU, and 8GB RAM.

4.1 Comparison with the State-of-the-art Methods

In order to validate our interactive sound synthesis method, we
compared it with the state-of-the-art methods, including a physical
based method [22] and a signal based synthesis [42]. The spectra of
generated sounds are illustrated in Figure 8. We can observe that our
method is able to capture the dynamic change of rain sound when the
listener goes under the canopy or out of the forest, while the method
in [42] generates unchanged sound. Although the results of [22]
also changes with the scene, it is noteworthy that our approach has a
much smaller memory budget (77 x) compared with [22] under the
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Figure 8: Comparison with the state-of-the-art methods. In each sub-figure, from top to bottom are: five frames of different positions, spectra of left
channel and spectra of right channel. The spectra from left to right are the sound results of [42], sound results of [22] and our results, respectively.

condition of ensuring the high quality results and real-time feedback.
Moreover, we simulated the binaural effects, which can be seen from
Figure 8 that the spectra of left and right channels are different (see
the circled parts in Figure 8), while [22] did not simulate the binaural
effects. The sound difference between the left and right ear can be
heard from the accompanying video.

4.2 Evaluation

In this section, we verify the efficiency of our algorithm and the
selection of the parameters, which we will describe in detail in the
following paragraphs.

4.2.1 Algorithm efficiency

We show the calculation time of two important stages and the total
synthesis time for generating per second sound in Table 1. More-
over, to verify that our method saves memory without significantly
increasing the computational overhead, we also compare it with the
high memory consumption method [22]. Each column in Table 1
from left to right represents: the virtual scene, the size of the virtual
scene, the length of the synthesized sound, the time for performing
FDA and exponential moving average based concatenation method,
the time spend performing NFTF filters and BST method, and the

total sound synthesis time, the synthesis time of [22]. The virtual
scenes of “Virtual Reality”, “Countryside” and “Forest” correspond
to Figure 1, Figure 8 (a) and Figure 8 (b), respectively. Form the
table, we can observe that when the scale of the scene changes, our
calculation cost does not vary greatly. This is due to that we set
a fixed near-field and far-field range, and our calculation area will
not expand with the increase of scene size. Besides, although the
reduced memory causes the computation time of our method to be
slightly higher than the previous work [22], our method still ensures
real-time performance. In addition, we can see that both the FDA-
EMA method for sound source expansion and the NFTF method
for near-field sound effects simulation take a very short simulation
time. Therefore, these two methods can be well integrated into other
virtual reality algorithms.

4.2.2 \Verification of the selection of near-field region

To determine the size of the near-field region, we constructed dif-
ferent NFTF filters with different normalized distance Dis{ (t). The
results are illustrated in Figure 9, where we present the three dimen-
sional diagram of the change of frequency intensity with the change
of distance and angle. It is easy to observe that when the normal-
ized distance Disg(t) is greater than 3, the intensity of frequency
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Table 1: Timing for experiments with different scene sizes.

Scenarios Domain size Length Time for Time for Our total synthesis Synthesis time
(m) (s) FDA-EMA (ms) NFTF-BST (ms) time (s) of [22] (s)
Virtual Reality 30x30x 11 1.0 6.242 0.575 0.033 0.026
Countryside 29 x 29 x 26 1.0 5.507 0.552 0.026 0.025
Forest 92 x 60 x 27 1.0 5.092 0.594 0.031 0.026
7 . . ¢ Virtual environment with sound generated by approach [22].
I
6 e Virtual environment with sound generated by our method.
5 17 subjects (10 male, 7 female, aged 23 to 50) participated in the
4 experiment. All participants have either normal or corrected-to-
. normal vision and reported normal hearing ability, and were naive
23 . - about purpose of the experiment.
@ 5 During the experiment, the participants control themselves mov-
ing around the map by using the mouse and keyboard, and get audio
1 feedback through headphones. Each of them is asked to answer the
0 following three questions:
Virtual Reality Countryside Forest

B No audio [l Single recording [T Results of [42] | Results of [22] ] Our results

Figure 10: The bar chart showing mean value for the psychophys-
ical experiment results comparison of scene with no audio, single
recording, results of [42], results of [22] and our results. The error bar
represents the data range within 1.5 x interquartile rang.

varies slightly. So we set Disg (¢) as 3 to avoid unnecessary extra
calculations.
4.3 Psychophysical Experiment

To further evaluate the subjective expressiveness of our results, we
conduct a double-blind multi-stimuli test follow the MUSHRA rec-
ommendation [18]. In each trial, the participant is presented with
the reference, a recorded video for rainy day, and five virtual experi-
ments in random order:

* Virtual environment without audio playback.
 Virtual environment with a single recording.

 Virtual environment with sound generated by approach [42].

¢ QI: Can you recognize what is happening outside your field
of view?

* Q2: Do you think the sound matches the visual?

* Q3: How strong is the immersive feeling of the virtual envi-
ronments?

For question 1 and question 2, we set 1 for “yes” and O for “no”. For
the third question, the score range is from 0 to 7.

In order to verify the immersion of our synthesized results, we
first compare with the state-of-the-art online method [42] in inter-
active scenarios. Furthermore, the results of the third question are
statistically analyzed with a paired T-test to verify whether there
is significant difference between the score of our method and the
score of the method [42]. We list the mean and standard deviation
of each question scores, as well as the P value and T value of Q3 in
Table 2, where the P value represents the probabilistic significance.
From the table, we can observe that our scores are the highest in four
situations, and the significance values also indicate that our result
achieves significantly better sound effect than previous method [42]
in the experiment. The dynamic change of rain sound has greatly
enhanced the user’s sense of immersion.

Subsequently, we compare the sound quality of the synthesized
sounds by different methods based on the third question. The scores



Table 2: Subjective results of different scenes (four consecutive lines of the same background color correspond to a scene).

Scenarios Mean (Q1) Std Mean (Q2) Std Mean (Q3) Std T Value P Value
QD Q2) (Q3)
No audio 0 0 - - 1.00 0.612 - -
Single recording 0.12 0.332 0.29 0.470 2.59 0.712 - -
Sound results of [42] 0.18 0.393 0.35 0.493 2.71 0.772 - -
Our sound results 0.29 0.470 0.59 0.507 4.94 0.748 27.253 * % ok ok k
No audio 0 0 - - 0.88 0.485 - -
Single recording 0.06 0.243 0.24 0.437 2.24 0.437 - -
Sound results of [42] 0.29 0.470 0.29 0.470 2.47 0.624 - -
Our sound results 0.82 0.393 0.82 0.393 4.71 0.686 28.284 Kk K kK
No audio 0 0 - - 0.94 0.556 - -
Single recording 0.18 0.393 0.35 0.493 2.53 0.717 - -
Sound results of [42] 0.41 0.507 0.47 0.514 2.35 0.702 - -
Our sound results 0.82 0.393 0.82 0.393 4.47 0.514 35.827 * % ok ok k

Significance codes (P): < 0.05: “##x%’, < 0.01: "%k’ < 0.005: sk 5 5 %7

of the experiment are illustrated in Figure 10. It can be observed
that our approach can achieve similar performance to the offline
approach [22] and is more efficient. Besides, large memory cost
in our previous work [22] is caused by storing all pre-calculated
rain sounds. Our improved lightweight rain sound synthesis benefits
from similarity analysis of rain sounds and the exponential moving
average based FDA method which generates and extends short sound
clips. Therefore, our method can achieve comparable sound quality
compared to the method based on larger budget.

5 CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a novel lightweight scene-aware rain
sound synthesis method for interactive virtual environments. We
took advantage of a series of simplification and approximation strate-
gies in the process of synthesizing sound to ensure the real-time
performance of the algorithm and reduce memory consumption.
Specially, based on the exponential moving average based FDA syn-
thesis method, we generated various endless rain sound with 8 short
basic rain sounds. As a result, our approach enable us to reduce
the memory budget 77 times. Besides, we simulated the near-field
sound effects with a set of NFTF filters rather than complex physi-
cal simulation. Different scenarios were generated to evaluate the
performance of our method. Subjective evaluation shows that our
sound results can achieve equal variety of sound effects based on a
much smaller memory budget and greatly enhance the realism and
immersion of the virtual scene.

However, our method also has some limitations. First of all, the
method of this paper still needs pre-computed sound samples and
can not synthesize rain sound directly according to scene parameters.
Constructing an efficient rain sound synthesis model will be more
competitive in virtual reality applications and games. Secondly,
we did not consider the influence of external forces on the rain
sound, such as the effect of wind speed on the rain sound. Therefore,
exploring how to integrate multi-environmental sound sources in
virtual scenes is a research direction of our future work.
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A PHYSICALLY BASED RAIN SOUND MODEL

The physical modeling of rain sound is discussed in detail in [15,22],
here we briefly introduce the calculation of Equation (1) and (2).
The impact sound of a single raindrop is formulated as

kpcDs(1)
4

p- cos@e @)

pl(rﬁt):

where p is the air density, c is the speed of sound in air, r is the
distance from a listener to the sound source, ¢ is time, k is the



wavenumber, 6 is the polar angle and 7 is the imaginary unit, Dg(t) =
0.0505(¢) is the dipole strength. Qg(¢) is calculated through

0s(t) = Are P sin(2n fir) ®)

where the A; = pocoVy refers to the amplitude, V; is the raindrop
impact velocity, f; = f7/0.5 is the damping constant and f7 is the
frequency (random assignment between 1kHz and 16kHz). Vj is
calculated based on experimental approximation:

—2¢7
Vi

Vi =V [1—exp(—5) ©)

—17.8951 4 448.94984d + 16.3719d% — 45.9516d°,
d < 1.4mm,

24.1660 +448.8336d — 75.6265d% + 4.2695d°,
d > 1.4mm.

Vr =

where d is the raindrop diameter which is randomly assigned in the
interval [0.1mm, 5.8mm)].

B NFTF FILTERS

In the NFTF model, Spagno et al. [38] approximate the model of near
field acoustic effects with a low-order parametric filter as follows:

NFTF(a(t),Dis? (1)) =

Hy,(f,Geo(0(1), Dis® (1)), CF ((t), Dis (1)) - Go(ex(1), Dis 1))
(10)

where Hg,(-) is a first-order high-frequency shelving filter, CF(-)
is the cutoff frequency, Go(-) refers to asymptotic high-frequency
gain and G (-) refers to the direct component gain. These are three
polynomials based on the coefficients in Table 3 as follows:

c1DisO (1) + ¢»
DisO (1) + c3DisO(t) + ¢4

Go(a(1), Dis® (1)) = (1)
csDisO (1) 4 cq

G ((), Dis (1)) = DisO(t)2 + c7DisO(t) + cg

(12)

R CgDiSO (l‘)2 + Cl()DiSO(Z‘) +c11
CF(a(t),Dis° (1)) = 13
(ee(r),Dis” (1)) DiSO(t)2+L‘12DiSO(I)+C13 (13)

where the values of coefficients are the linear interpolation between
adjacent angles according to the incidence angle ¢ (z) in Table 3.



