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Wi-Fi fingerprinting system in the long term suffers from gradually deteriorative localization accuracy, leading to poor
user experiences. To keep high accuracy yet at a low cost, we first study long-term variation of access points (APs) and
characteristics of their Wi-Fi signals through over-one-year experiments. Motivated by the experimental findings, we then
design MTLoc, a Multi-Target domain adaptation network-based Wi-Fi fingerprinting Localization system. As the core,
MTDAN (Multi-Target Domain Adaptation Network) model adopts the framework of generative adversarial network to learn
time-invariant, time-specific, and location-aware features from the source and target domains. To enhance the alignment
among the source and targets, two-level cycle consistency constraints are proposed. Hence, MTDAN is able to transfer location
knowledge from the source domain to multiple targets. In addition, domain selection and outlier detection are designed
to avoid explosive growth of storage for targets and to limit the impact of random variations of Wi-Fi signals. Extensive
experiments are carried out on five datasets collected over two years in various real-world indoor environments with a total
area of 8, 350m2. Experimental results demonstrate that MTLoc retains high localization accuracy with limited storage and
training cost in the long term, which significantly outperforms its counterparts.We share our dataset to the community for
other researchers to validate our results and conduct further research.

CCSConcepts: •Human-centered computing→Ubiquitous andmobile computing theory, concepts andparadigms;
• Computing methodologies→Machine learning.

Additional Key Words and Phrases: indoor localization, Wi-Fi fingerprinting, fingerprint update, unsupervised multi-target
domain adaptation, deep learning

ACM Reference Format:
Jiankun Wang, Zenghua Zhao, Mengling Ou, Jiayang Cui, and Bin Wu. 2023. Automatic Update for Wi-Fi Fingerprinting
Indoor Localization via Multi-Target Domain Adaptation. Proc. ACM Interact. Mob. Wearable Ubiquitous Technol. 7, 2, Article 78
(June 2023), 27 pages. https://doi.org/10.1145/3596239

∗Corresponding author.

Authors’ addresses: Jiankun Wang, jiankunwang@tju.edu.cn, College of Intelligence and Computing, Tianjin University, 135 Yaguan Rd,
Jinnan Dist, Tianjin, China; Zenghua Zhao, zenghua@tju.edu.cn, College of Intelligence and Computing, Tianjin University, 135 Yaguan Rd,
Jinnan Dist, Tianjin, China; Mengling Ou, oumengling@tju.edu.cn, College of Intelligence and Computing, Tianjin University, 135 Yaguan
Rd, Jinnan Dist, Tianjin, China; Jiayang Cui, jycui@tju.edu.cn, College of Intelligence and Computing, Tianjin University, 135 Yaguan Rd,
Jinnan Dist, Tianjin, China; Bin Wu, binw@tju.edu.cn, College of Intelligence and Computing, Tianjin University, 135 Yaguan Rd, Jinnan Dist,
Tianjin, China.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that
copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page.
Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy
otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from
permissions@acm.org.
© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.
2474-9567/2023/6-ART78 $15.00
https://doi.org/10.1145/3596239

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 7, No. 2, Article 78. Publication date: June 2023.

HTTPS://ORCID.ORG/0009-0005-2366-9764
HTTPS://ORCID.ORG/0000-0001-8850-2870
HTTPS://ORCID.ORG/0009-0007-4829-2945
HTTPS://ORCID.ORG/0009-0007-3401-8734
HTTPS://ORCID.ORG/0000-0002-8038-1362
https://doi.org/10.1145/3596239
https://orcid.org/0009-0005-2366-9764
https://orcid.org/0000-0001-8850-2870
https://orcid.org/0009-0007-4829-2945
https://orcid.org/0009-0007-3401-8734
https://orcid.org/0000-0002-8038-1362
https://doi.org/10.1145/3596239
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3596239&domain=pdf&date_stamp=2023-06-12


78:2 • Wang et al.

1 INTRODUCTION
Due to pervasive deployments of access points (APs) and ubiquities of Wi-Fi-enabled mobile devices, Wi-Fi
fingerprinting indoor localization has attracted much attention from both academia and industry in the past
decade [35]. However, in practiceWi-Fi fingerprinting system in the long term suffers from gradually deteriorative
localization accuracy, leading to poor user experiences. The primary reason is the mismatching between the
varied Wi-Fi signals and the stale fingerprint database [9, 24].

Generally, it is costly to keep high localization accuracy in the long term. One straightforward way is updating
the fingerprint database periodically by site survey, but it is labor-intensive and time-consuming. To reduce
the cost, crowdsourcing is utilized to collect fingerprints without site survey [48]. Unfortunately, crowdsourced
fingerprints do not have location information. In order to associate crowdsourced fingerprints with locations,
many researches leverage inertial sensors or floorplans to assist localizing, yet introducing extra costs [29, 41, 47]
. The state-of-the-art iToLoc [18] breaks through the cost barrier by exploiting deep learning. Although iToLoc
can keep a high accuracy in a short time, it approaches only room-level accuracy in the long run.
In this paper, we aim to achieve high localization accuracy in the long term yet at a low cost by using

crowdsourced fingerprints, with neither inertial sensor assistance nor floorplan constraints. To this end, we first
study the long-term variation of APs and characteristics of Wi-Fi signals through comprehensive experiments.
Particularly, we collect Wi-Fi fingerprints in an office building on our campus and a shopping mall persistently
over one year. According to our observations, we define three types of APs: common APs, semi-common APs, and
temporary APs. Common APs are those appearing in the first collection and shared with subsequent collections;
semi-common APs are new APs that appear in one collection (except for the first one) and remain in subsequent
collections; while temporary APs appear only once or twice throughout the experiment.
By analyzing extensive experiment data, we found that i) in the long term the number of common APs

decreases with time, which impacts the localization accuracy significantly; ii) The number of different APs
increases gradually with the length of time interval between two collections, where common APs and semi-
common APs are bridges connecting the two ends; and iii) Wi-Fi signals of most common APs are strong at many
reference points and are stable over a long time.
Motivated by the above findings, we then design MTLoc, aMulti-Target domain adaptation network-based

Wi-Fi fingerprinting Localization system. Specifically, taking each Wi-Fi fingerprint collection as a domain, the
first collection is the source domain, and the subsequent collections are target domains. Only the source domain
is labeled with locations, i.e., the original fingerprint database. The targets are unlabeled, i.e., the crowdsourced
fingerprints. The stability of signals from common APs allows to transfer location knowledge from the source
to the targets. Furthermore, the gradual variation of common and semi-common APs among targets makes it
possible to transfer from the source to a faraway target through multiple intermediate targets.
MTLoc has two primary modules: MTDAN (Multi-Target Domain Adaptation Network) and domain man-

agement. MTDAN consists of a feature extractor, a generator, a discriminator, and a location predictor under
the framework of generative adversarial network (GAN) [6]. Cooperating with the generator and discriminator,
the feature extractor learns both time-invariant and time-specific features from the source and multiple targets.
Driven by location predictor, feature extractor also learns location-aware features. At the same time, with ex-
tracted features location predictor is trained to estimate locations with high accuracy. Moreover, two-level cycle
consistency constraints are designed to ensure effective feature extraction. Therefore, the well-trained MTDAN
is able to transfer location knowledge from the source to the targets, and thus is used for on-line localization.

The domain management consists of domain selection and outlier detection. While MTLoc runs, Wi-Fi signals
for location query in a time period are collected as a new target. The number of new targets increases with time.
If all the new targets join model training each time, there will be an explosive growth of storage and training time.
Therefore, the domain management selects representative ones from new targets and stores them in a storage
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pool. Only representative targets in the pool join the training thus saving storage and training time. Actually, one
representative target may join trainings for several times to avoid being forgotten. In addition, some new targets
may contain varied Wi-Fi signals caused by random events such as body blockage and turning off APs. These
targets are very different from others, or outliers. Since an outlier is usually transient, it joins the training only
once. As time goes by, the model will forget the outlier thus limiting its impact on the subsequent localization.
We design effective approaches to select representative targets and detect outliers. In addition, several training
strategies are also designed to update MTDAN efficiently.
To evaluate the performance of MTLoc, we carry out extensive experiments on five datasets collected in

real-world scenarios, including an office building, a large shopping mall, and a library, with a total area of
8, 350m2. The time periods covered by the datasets vary from 3 months to 25 months. The dataset from library is
open [22]. Others are ours and have been released for further research 1.

The performance of MTLoc is compared with that of the state-of-the-art models or systems: DANN [4], iToLoc
[18] and CNNLoc [14]. In the office, the average localization accuracy achieves 1.2m after 15 months, which is
better than the benchmarks by 4.1m, 5.0m, and 8.1m, respectively. In the mall, the accuracy achieves 7.8 m after
13 months, which is much better than the benchmarks by 6.9m, 18.4m, and 14.3m, respectively. In the library,
even after two years the accuracy still keeps 2.3m, which is better than the benchmarks by 1.1m, 0.9m, and
1.2m, respectively. The experimental results show that MTLoc significantly outperforms the benchmarks on all
the datasets in the long term. Whereas, the storage and training costs are limited.
In summary, we make the following contributions:
• We carry out an over-one-year experimental study on variation of APs and characteristics of Wi-Fi signals.
We found that in the long term the number of common APs impacts the localization accuracy significantly
and Wi-Fi signals of most common APs are stable over a long time. To the best of our knowledge, this is
the first study on long-term variations of APs and their Wi-Fi signals. We believe the experimental findings
will benefit deployment of Wi-Fi fingerprinting localization systems in practice.

• Inspired by the experimental findings, we propose a deep multi-target domain adaptation model MTDAN
and design a practical Wi-Fi fingerprinting localization system MTLoc. MTDAN is able to learn time-
invariant, time-specific, and location-aware features of long-time Wi-Fi signals, and to transfer location
knowledge from the source to the targets. By domain selection and outlier detection, MTLoc reduces
storage for targets and is capable of handling random variations of Wi-Fi signals.

• We evaluate MTLoc on five datasets collected in various real-world indoor environments with a total area
of 8, 350m2. Experimental results demonstrate that MTLoc retains high accuracy yet at a low cost in the
long run, outperforming the benchmarks significantly.

The rest of the paper is organized as follows. Section 2 describes our long-term experimental study and
motivation. We overview MTLoc in Section 3, and present the design of MTLoc in Section 4, 5, and 6. Section 7
evaluates the performance of MTLoc. Limitations and future work are discussed in Section 8. Section 9 reviews
the related work, and Section 10 concludes the paper.

2 LONG-TERM EXPERIMENTAL STUDY AND MOTIVATION
In practice, a long-runWi-Fi fingerprinting localization system experiences variation of APs. For example, existing
APs are removed permanently or turned off for a short time, new APs are deployed. As a result, the number of
APs varies over time, leading to variation of the fingerprints. In this section, through comprehensive experiments
we study the long-term variation of APs and characteristics of Wi-Fi signals. The insights of the study motivate
us to design our MTDAN. We also point out challenges of the design at the end of the section.

1Our dataset is publicly available: https://github.com/WirelessGroupTJU/MTLocData
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Fig. 1. The number of APs varies over time.

2.1 Experimental Study on Long-Term Characteristics of Wi-Fi Fingerprints
We persistently collected Wi-Fi fingerprints in an office building on our campus and a shopping mall over one
year. The floorplans of the two sites are shown in Fig. 7. The collections were interrupted from time to time due
to holidays or epidemic of coronavirus. Therefore, in the office building the experiments are partitioned into two
periods: P1 and P2. For more detail please refer to Sec 7.
We found there are three types of APs: common APs, semi-common APs, and temporary APs. Common

APs are heard at the first collection, and keep on showing thereafter; Semi-common APs appear after the first
collection and keep on showing thereafter; Temporary APs show only once or twice throughout the experiments.
By examining their service set identifiers (SSIDs), we found that common APs and semi-common APs are usually
infrastructures deployed by the university or Internet service providers, or are personal wireless routers. Whereas
most of temporary APs are private hotspots provided by smartphones.

2.1.1 Long-Term Variations of APs. Taking the Wi-Fi data collected at the first time as a benchmark, we study the
long-term variation of APs. Fig. 1 plots the number of APs in the first collection and that of APs in subsequent
collections with time interval of one month in the form of stacked bars. The number of new APs appearing in a
collection is colored differently and keeps the same color thereafter. For example, the second bar is stacked with
two colors. The lower one is the number of APs already in the first collection, and the higher one is the number
of new APs appearing in current collection.

As shown in Fig. 1, the number of common APs (at the bottom of a bar) generally decreases over time. In office
P1 (Fig. 1a), the number of APs decreases from 124 to 95 over three months by 23.4%. For a longer period in P2,
the number decreases much more, from 110 to 40, by 63.6%. The same result holds in the mall where the number
decreases from 1033 to 551 over one year by 46.7%.

On the other hand, new APs appear at each collection. Apart from the first two, the APs in a collection consist of
common APs, semi-common APs, and new APs. Since some of new APs become semi-common APs in subsequent
collections, the number of common APs and semi-common APs is much more than that of temporary ones in
a collection. As time goes by, the number and component of APs are significantly different from that in the
first collection. We illustrate the number of different APs between any two collections in Fig. 1d. It shows that
contiguous collections share more common and semi-common APs than those far away from each other. The
number of different APs between two collections increases with their time interval gradually. However, there is a
large gap between AP components in the first collection and that in the last one, especially in a long time period.
The gradual variations of common and semi-common APs help to bridge the gap.

2.1.2 Impact on Localization Accuracy. To examine how the number of common APs impacts on localization
accuracy, we simulate decreasing number of APs by using Wi-Fi data collected at the first time. In order to avoid
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Fig. 2. The number of common APs impacts on the localization accuracy.

the impact of variation of Wi-Fi signals over time, both fingerprint database and test data are from Wi-Fi data in
the first collection. The fingerprint database keeps fixed during the simulation. As for test data, we decrease the
number of APs gradually. In particular, we choose n(n ∈ [0,N ]) APs randomly from the total of N APs in the
collection. These n APs are used to simulate common APs. Others simulate disappeared ones. For each run, we
process the test data, keeping Wi-Fi signals from common APs and dropping the others. Then error distance is
estimated by a plain K-nearest neighbors (KNN) algorithm. For each n, we run the simulation for 30 times to
smooth the randomness, where n decreases from N = 124 to 4 with a step of 5.
The simulation results are shown in Fig. 2a. It illustrates that the error distance increases as the number

of common APs decreases. Specifically, when the number of common APs is more than 90, the error distance
increases slowly. Thereafter it increases fast. That is because the localization accuracy depends on the density of
APs, i.e., sparse density of APs usually leads to poor accuracy [20].

Furthermore, on dataset of P1, P2, and mall we calculate error distances respectively, using Wi-Fi data collected
at test points in each collection, keeping fingerprints as the first one. The results are shown in Fig. 2b, 2c, and 2d.
We plot the error distance as well as the number of common APs for reference. We can see that as time goes by,
the error distance increases with the decreasing number of common APs. On P1, from week 5 the number of
common APs fluctuates up and down, so does the error distance. Note that there is a sharp increase at week 6.
Examining the data, we found that two common APs are turned off during the week. When they are turned on
again later, the error distance decreases back. Similarly, on P2 the number of common APs decreases to less than
40 at week 29, leading to a sharp increase of error distance (20 m). The same trends hold on dataset Mall.

2.1.3 Long-Term Characteristics of Wi-Fi Signals. To study the long-term variation of Wi-Fi signals, we analyze
the RSSIs from common APs over time at a location (a reference point). Examining lots of signals from common
APs at all reference points, we found that most of them have strong and stable signals over a long time at many
reference points. Their histogram is similar to a normal distribution. We select one of them, and illustrate its
time-sequence signals and histogram in Fig. 3a and 3b. The signals fluctuate up and down randomly with time.
As for the histogram, out of 92 RSSIs only two points (−60 and −55) deviate from the center (−48), and others
look like a normal distribution.
To further show the stability of Wi-Fi signals, we visualize the signals of common APs over a long time by

t-SNE [33] at three adjacent reference points in Fig. 3c. A dot in the figure represents a signal vector composed
of RSSIs from common APs at a reference point. The color of a dot represents its location. The filled dots are
from the first collection, the others from subsequent collections. As illustrated in Fig. 3c, although a few of dots
scatter near dots with a different color due to time variations of signals, most of dots are clustered according to
their locations. The result shows that Wi-Fi signals from common APs are stable over a long time and thus have
location discrimination to some extent.
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Our experimental findings are summarized as:
• The number of common APs decreases over time, leading to poor localization accuracy.
• Two Wi-Fi collections with a large time interval share smaller number of APs than contiguous ones.
Common APs and semi-common APs bridge the gap between the two collections far away from each other.

• Wi-Fi signals of most common APs are strong at many reference points and are stable over a long time.

2.2 Motivations
Our over-one-year experiments help us to understand long-term variations of APs and characteristics of their
Wi-Fi signals. Since signals of common APs are stable over time, Wi-Fi signals sampled at two different times
T1 and T2 have some features in common if they are at the same location. Therefore, the location information
of signal at T1 can be learnt and transferred to signal at T2. Motivated by this, we apply unsupervised domain
adaptation (UDA) to solve the fingerprint update problem.
In particular, taking collection time as a domain, the fingerprint database (labeled) is the source domain, and

the collection of Wi-Fi signals sampled on line without location information (unlabeled) belong to target domains.
Through domain adaptation, the location information can be learnt from the source domain and transferred to
the target domain. As a result, the unlabeled Wi-Fi signals have location informations too.
Since there is a large gap between two Wi-Fi collections apart from each other, it is non-trivial to transfer

label knowledge between them directly. Fortunately, many common and semi-common APs are shared among
contiguous collections and vary gradually over time. Inspired by this, we adopt multiple targets in time sequence
rather than one target, using common and semi-common APs to fill in the gap. Hence, we design a deep multi-
target domain adaptation model MTDAN to learn common features among collections and to transfer location
knowledge little by little.

2.3 Challenges
However, we have to address the following challenges:

• How to learn time-invariant and location-aware features so as to transfer label knowledge to unlabeled fin-
gerprints? Although it is a primary function of domain adaptation, it is challenging for Wi-Fi fingerprinting.
On one hand, since the number of common APs decreases with time, the shared information between the
source and the target decreases too, which makes it difficult to align the two domains. Although multiple
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targets can help bridge the gap, aligning multiple target domains with the source poses a new challenge.
On the other hand, despite the source and targets are aligned, minor disturbances of time-invariant features
may have a significant impact on the prediction of locations. Therefore, it is challenging to design a perfect
model for Wi-Fi fingerprinting system.

• How to save storage and learn time-specific features as well? Since the number of common APs decreases
with time, we have to learn time-specific features from semi-common APs in subsequent collections. One
straightforward way is to take each collection as a target domain, and train the model with all the targets
when updating model. However, the storage for saving subsequent fingerprints and the training cost will
grow explosively with time. Therefore, it is challenging to balance storage and learning of time-specific
features.

• How to detect outliers in the fingerprints and avoid learning abnormal and temporary features from them?
Outliers of Wi-Fi signals are usually caused by random events, such as turning on or off APs, body blockage,
and temporary movements of objects. These events will change features of fingerprints but for a short time
(usually limited in the current collection). If temporary features of an outlier are learnt, the subsequent
location queries will be mis-located. However, if not learnt, current query will get a location with a high
error. Moreover, it is challenging to detect outliers due to their randomness.

3 OVERVIEW OF MTLOC
Our goal is to design a practical Wi-Fi fingerprinting system maintaining high localization accuracy in the long
term yet at a low cost, without the need of inertial sensor assistance or floor plan constraints. To this end, we
propose MTLoc based on deep multi-target domain adaptation and overview it in this section.

Fig. 4. The framework of MTLoc.

As illustrated in Fig. 4, MTLoc consists of two phases: automatic update and on-line localization. Generally,
MTDAN model is updated automatically by training, then the well-trained model is used for on-line localization.
In the phase of automatic update, new target domains are sequentially input to the domain management module
which identifies them as representative, common, or outlier targets. A representative is stored in the representative
target pool, whereas a common target is dropped directly. A new-detected outlier or a new representative triggers
the update of MTDAN when MTDAN is trained by representatives in the pool (including the new one), the outlier
(if any), and the source domain. Since we focus on the fingerprint update, we assume there has been a source
domain (the initial fingerprint database) in advance. The target domains can be constructed during localization.
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Specifically, Wi-Fi signals for location query are buffered continuously for a short period forming a new target
domain. As time goes by, new target domains are constructed one by one.
In the phase of online localization, when a user queries his location, Wi-Fi RSSI vector x received by his her

phone is first input to the feature extraction module (well-trained feature extractor) to extract its feature z. Then
the location prediction module (well-trained location predictor) predicts the location and feeds it back to the user.

4 DESIGN OF MTDAN
MTDAN aims to extract time-invariant, time-specific, and location-aware features from the source and multiple
target domains, transferring location knowledge from the source to targets. We now present the design of MTDAN
in detail.

Let x = (rssi1, rssi2, . . . , rssiM ) denote a Wi-Fi fingerprint, where rssii is the received signal strength indicator
(RSSI) received from AP i , M is the total number of APs heard in an area of interest (AoI). A location in the
AoI is represented as y ∈ R2. We consider one source domain and multiple target domains. Each fingerprint
xs in the source domain s is labeled and associated with a location ys . Whereas, fingerprints in target domains
are unlabeled. Assume there are N target domains in time sequence, denoted as target domain t1, t2, . . . , tN ,
respectively. Accordingly, xti is a fingerprint in target domain ti , i ∈ [1,N ]. For the sake of convenience, we use a
set DIst = {s, t1, t2, . . . , tN } to represent the index set of all domains.
As illustrated in Fig. 5, MTDAN consists of a feature extractor, a generator, a discriminator, and a location

predictor. The feature extractor cooperates with other components to learn features from source and target
domains. Particularly, by collaborating with the generator, the feature extractor learns time-specific features.
Combining with the generator and discriminator, the feature extractor learns time-invariant features. Together
with the location predictor, location-aware features are learnt as well. In addition, to enhance the alignment of
source and target domains, we also design cycle consistency constraints on two levels: feature level and prediction
level.

Fig. 5. The architecture of MTDAN.

4.1 Feature Extractor and Generator
In order to learn time-specific features of domains, the feature extractor and generator constitute a conditional
autoencoder [31]. A fingerprint xd in domain d (d ∈ DIst ) is firstly encoded to a latent space Z by the feature
extractor, and then reconstructed to x̂d back in domain d by the generator. The process is presented as x̂d =
G(E(xd ),d), where E(·) andG(·) are functions of the encoder and the generator, respectively. Let zd be the feature
of xd in the latent space Z, then we have zd = E(xd ). Therefore, the reconstruction process of fingerprint xd can
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be written as
x̂d = G(E(xd ),d) = G(zd ,d). (1)

To ensure x̂d is as close as possible with xd , the reconstruction loss LGE is represented as:

LGE = Exd∼Pd [| |xd − x̂d | |] , (2)

where Pd is the distribution of domains joining the training including the source domain and the targets.
By encoding a fingerprint from a domain and remapping it back to the same domain, the feature extractor

learns the time-specific (domain-specific) features.

4.2 Feature Extractor, Generator, and Discriminator
To learn time-invariant features, the feature extractor cooperates with the generator and discriminator as a
conditional GAN [26]. Unlike the traditional GAN [6] whose fake samples are generated from random variables,
we cascade the feature extractor to the generator for robustness [31].

For a fingerprint xd in domain d , the feature extractor firstly encodes it to the latent space obtaining its feature
zd . On condition of domain d ′,d ′ ∈ DIst , the generator generates its fake fingerprints x̂d→d ′ from zd . The process
can be expressed as

x̂d→d ′ = G(zd ,d
′). (3)

In this way, a fingerprint in source domain xs can be transformed to any target domain ti , (i ∈ [1,N ]), and vice
versa. Furthermore, a fingerprint in a target domain can be transformed to any one of other target domains. That
is

x̂s→ti = G(zs , ti ),

x̂ti→s = G(zti , s),

x̂ti→tj = G(zti , tj ), i, j ∈ [1,N ], i , j .

(4)

And then, the real fingerprints and fake ones are input to the discriminator. By playing a minimax game, the
discriminator tries to distinguish real fingerprints from fake ones, while the feature extractor and generator try
to fool the discriminator by generating indistinguishable fake fingerprints.
Hence, the loss function is written as

LD = Exs∼Ps
[
(D(xs ) − 1)2

]
+ Exti ∼PT

[
(D(x̂ti→s ))

2]
+ Exti ∼PT

[
(D(xti ) − 1)2

]
+ Exs∼Ps

[
(D(x̂s→ti ))

2] + Extj ∼PT [
(D(x̂tj→ti ))

2] , i, j ∈ [1,N ], i , j .
(5)

where D(·) is the function of the discriminator.
Through adversarial training, the feature extractor is encouraged to align the source and target domains in the

latent space learning time-invariant (domain-invariant) features.

4.3 Feature Extractor and Location Predictor
To learn location-aware features, the feature extractor cascades a location predictor which predicts locations
for Wi-Fi fingerprints. Instead of a classifier in [38], we adopt a regressor as the predictor due to its continuous
output thus achieving high localization accuracy. Let R(·) denote the function of the regressor. For a fingerprint
xd in domain d , its location ŷd is predicted by

ŷd = R(E(xd )) = R(zd ). (6)

Since only fingerprints in the source domain are labeled, we write the loss function of predictor LR as

LR = Exs∼Ps [| |ŷs − ys | |] . (7)
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By minimizing the loss function, the predictor learns location knowledge from the source domain. At the same
time, through adversarial training the feature extractor is driven to learn location-aware features. When the
source and target domains are well aligned in the feature space, the location knowledge can be transferred to the
target domains by (6).

4.4 Cycle-Consistency Loss
Even though the feature extractor is able to learn time-specific, time-invariant, and location-aware features by
cooperating with other components, it is hard to accurately align the source and target domains in the feature
space. This is because only fingerprints in source domain are associated with locations thus lacking pairwise
alignment information between the source and the target.

To enhance the alignment, we introduce cycle-consistency constraints at two levels: feature-level and prediction-
level [11]. The basic idea is that when a fingerprint in source domain is transformed to a target domain, the
transformed fingerprint and the original one should be close in the feature space. Their locations predicted also
should be close, and both are close to the ground truth.

4.4.1 Feature-Level Cycle-Consistency. Let xs be a fingerprint in the source domain with label ys . Its transforma-
tion in target domain ti is x̂s→ti = G(E(xs ), ti ). Then, in the feature space zs and zs→ti should be close. Similarly,
when a fingerprint in a target domain xti is transformed to the source domain, the transformed fingerprint
x̂ti→s should be close to the original in the feature space. Let zti and zti→s be their features, then we denote the
feature-level cycle-consistency loss function L

f
CC as

L
f
CC = Exs∼Ps

[
| |zs − zs→ti | |

]
+ Exti ∼PT

[
| |zti − zti→s | |

]
. (8)

By minimizing loss function L
f
CC , the source domain and target domains are driven to be aligned in the feature

space, enhancing the learning of time-invariant features.

4.4.2 Prediction-Level Cycle-Consistency. DespiteLf
CC encouraging the alignment, minor disturbances of features

may still have a significant impact on the prediction of locations. Since only fingerprints in source domains are
labeled, to further enhance the alignment we define prediction-level cycle-consistency loss Lp

CC as

L
p
CC = Exs∼Ps ,ti

[
| |ŷs→ti − ys | |

]
, (9)

where ŷs→ti = R(E(xs→ti )) = R(zs→ti ).
By minimizing loss function L

p
CC , the predicted location of xs→ti (ŷs→ti ) is as close as possible to the ground

truth ys which is the label of the original fingerprint xs . Together with (7) which makes the predicted location
of fingerprint xs (ŷs ) as close as possible to ys , the predicted locations of xs→ti and its origin xs are close too.
Through adversarial training, the feature extractor is further driven to align the source and target domains in the
feature space.
Putting it together, the total cycle-consistency loss LCC is:

LCC = L
f
CC + L

p
CC . (10)

Two-level cycle-consistency loss functions constrain the mapping of the source and target domains at both the
feature level and the prediction level, enhancing the alignment in the feature space.
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4.5 Objective
In summary, The objective of MTDAN L is written as:

L = LGE + λDLD + λRLR + λCCLCC , (11)

where λD , λR , and λCC are hyper-parameters to trade off different parts of the loss function.

5 DOMAIN MANAGEMENT

5.1 Domain Selection
To retain high localization accuracy, MTDAN has to be updated in time using new target domains. A new target
domain is composed of up-to-date fingerprints collected at a low cost (e.g., by crowdsourcing, or by aggregating
Wi-Fi signals on query in a short period). On one hand, if all the new targets join the update of MTDAN, the
costs of storage and training will increase explosively with time. On the other hand, if only current target joins
the update, the localization accuracy will decrease significantly with time due to the big gap between the source
domain and the target. To balance the cost and accuracy, we select some of target domains (representative targets,
or representatives in short) to store and drop others. Since target domains are collected gradually, they are input
to MTDAN one by one. In this case, two questions arise: 1) how do we select representative targets? and 2) how
can we represent the dropped ones?
Recall that contiguous targets share much more common and semi-common APs than those far away from

each other. Therefore, we believe that contiguous targets cluster together. A representative target is then the one
with the minimum divergence to others in the cluster. To choose the representative target, we first propose a
measurement to measure the divergence between two target domains, and then design an online domain selection
algorithm.

5.1.1 Domain Divergence Measurement. We define domain divergence between two domains as the expected
difference between their fingerprints. For domain d and d ′, their domain divergence D(d,d ′) is defined as

D(d,d ′) := E(xd ,xd′ )∼Pd,d′ [∥xd − xd ′ ∥] , (12)

where Pd,d ′ is the distribution of domain d and d ′.
Since there is not pairwise information between two target domains, it is impossible to calculateD(d,d ′) by (12).

To do so, we take the source domain as a benchmark. In particular, we rewrite ∥xd −xd ′ ∥ as ∥(xd −xs )−(xd ′ −xs )∥,
and approximate it as

E(xd ,xd′ )∼Pd,d′ [∥xd − xd ′ ∥] = E(xd ,xd′ )∼Pd,d′ [∥(xd − xs ) − (xd ′ − xs )∥]

≈ ∥Exd∼Pd (xd − xs ) − Exd′∼Pd′ (xd ′ − xs )∥

≈ ∥Exd∼Pd (xd − x̂d→s ) − Exd′∼Pd′ (xd ′ − x̂d ′→s )∥,

(13)

where Pd , Pd ′ are distributions of domain d and d ′, respectively. Furthermore, let

vd = Exd∼Pd (xd − x̂d→s ). (14)

Now vd can be calculated, since x̂d→s is transformed from xd . Actually, vd measures the distance between
fingerprints in domain d and the corresponding one transformed to the source domain. Hereafter, vd is named by
domain vector of domain d .

Combining (12), (13), and (14), we can calculate the domain divergence D(d,d ′) as

D(d,d ′) = ∥vd −vd ′ ∥. (15)
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In practice, to preserve more details, we replace the difference in (14) with concatenated positive and negative
differences. Hence, vd is calculated as:

vd = Exd∼Pd [ReLU(xd − x̂d→s ) ⊕ ReLU(x̂d→s − xd )], (16)
where ⊕ is the concatenation operator, and ReLU is a function to preserve non-negative values, written as

ReLU(a) =
{
a, a > 0,
0, a ≤ 0. (17)

In short, we can compute the domain divergence between any two domains by (15) even for the dropped ones,
since it depends only on domain vectors instead of their fingerprints. What we need to do is to calculate the
domain vector and record it when a new target domain comes.

5.1.2 Online Domain Selection Algorithm. Upon receiving a new target domain, if the representative target pool
is not full, the new target directly becomes a representative. Otherwise, the online domain selection algorithm
determines whether it is a representative or not. If so, the new one is stored in the pool; otherwise it is input to
the outlier detection for later process.
To select a representative target, we propose a measurement, the sum of squared domain divergence (SSD), to

indicate the overall divergence between each representative target and any one of other target domains. Suppose
the representative target pool is able to store at most K targets. Let RT denote the set of representative targets. If
we have processed (n − 1) target domains, the current SSD can be computed as

SSD =
∑

ti ,i=1, ...,n−1
min
j
{D2(ti , j)|for all representative target j ∈ RT }. (18)

For a new target tn (n ∈ [1,N ]), we try to replace each representative target in the pool with the new one, and
compute the SSD. When representative target k is taken place by the new target tn , the set of representative
targets becomes RTk , RTk = RT − {target k} ∪ {target tn}. SSDk is calculated as

SSDk =
∑

ti ,i=1, ...,n−1
min
j
{D2(ti , j)|for all representative target j ∈ RTk }. (19)

The SSD of target tn , SSDtn is the minimum among all SSDk ,k = 1, . . . ,K , that is
SSDtn = min

k
{SSDk |for all k ∈ [1,K]}. (20)

We then compare SSDtn with current SSD. If SSDtn is smaller than SSD, then target tn is chosen to be a
representative one. In this way, the domain selection algorithm is able to select a representative target with the
smallest SSD.
By domain selection, only representative targets are stored and used to train MTDAN. Therefore, the cost of

storage and training is reduced significantly.

5.2 Outlier Detection
When a new target domain is not selected as a representative, the outlier detection module will examine it to
see if it is an outlier. An outlier usually contains abnormal fingerprints caused by random events such as body
blockage, APs turning off temporally, impermanent decoration, or object movement, especially in large-scale
indoor environments (e.g., shopping mall). Limited by transmission range of Wi-Fi signals, the unexpected
changes in fingerprints usually happen in one or several small areas and is not easy to detect them out.
In addition, these changes are often transient without any impact on subsequent target domains. If their

features are learnt and remembered, the localization accuracy of queries in subsequent periods will be worsen.
However, ignoring the outlier will make the current queries suffer from poor accuracy. Therefore, when an outlier
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is detected, how to still keep high localization accuracy against random and transient changes in fingerprints is
the other challenge.
To address the first challenge, we design an outlier detection algorithm by leveraging cycle-consistency

constraints. The basic idea comes from the deduction of the constraints: if a new target domain is close to the
representative ones, its cycle-consistency loss is small. In other words, a significant increase in cycle-consistency
loss indicates that the new target domain deviates from the representatives, i.e., it is an outlier. Since it is difficult
to set a threshold on cycle-consistency loss, we turn to compare the loss of the current target with that of the
previous. If the loss of the current target is more than most of that of the previous, it implies an outlier.
Specifically, we present an outlier indicator Q ,

Q =
1
2 (Q

f +Qp ), (21)

where Q f and Qp are feature-level and prediction-level outlier indicator, respectively.

5.2.1 Feature-Level Outlier Indicator. For a new target domain tn , its feature-level cycle-consistency loss CC f
tn is

CC
f
tn =

1
K

∑
domain k ∈RT

∥ztn − ztn→k ∥, (22)

where ztn = E(xtn ), ztn→k = E(x̂tn→k ) = E(G(ztn ,k)).
Hence, the feature-level indicator Q f is written as:

Q f =
1

n − 1
∑

ti ,i=1, ...,n−1
1CC f

ti
<CC f

tn
, (23)

where 1A is an indicator function of event A,

1A =
{
1, if A happens,
0, otherwise. (24)

A larger Q f indicates a higher probability that target tn is an outlier.

5.2.2 Prediction-Level Outlier Indicator. Similarly, the prediction-level cycle-consistency loss of target tn , CCp
d , is

represented as:

CC
p
tn =

1
K

∑
domain k ∈RT

∥ŷtn − ŷtn→k ∥, (25)

where, ŷtn = P(ztn ), ŷtn→k = P(ztn→k ).
Hence, Qp is written as:

Qp =
1

n − 1
∑

ti ,i=1, ...,n−1
1CCp

ti
<CCp

tn
. (26)

A larger Qp indicates a higher probability that target tn is an outlier.
Therefore, a large value of outlier indicator Q indicates a higher probability that the new target is an outlier.

Furthermore, we set a threshold δQ on the outlier indicator. if the value of its Q is larger than the threshold δQ ,
the target domain is detected to be an outlier.
To tackle the second challenge, we make use of forgetting in deep learning [21] which says that a model will

forget what has been learnt previously in a sequence learning. Specifically, when an outlier is detected, it triggers
the update of MTDAN and joins the training. After the update, the outlier is dropped. The only once of training
allows MTDAN to learn the transient features in current period and then forget them later. In this way, MTDAN
is able to handle random changes in fingerprints and limit their impact on the subsequent localization.
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6 TRAINING STRATEGIES
MTDAN is updated by training. To improve the efficiency of training, we design four training strategies: adaptive
update, limited volume of training data, alternating complete training and fine-tuning, and pre-training.
Adaptive Update. Instead of periodic update, we design a dynamic update adapting to the changes of

fingerprints. The update is triggered in two cases: 1) when a new target domain is selected as a representative,
MTDAN is updated to learn new features with permanent changes in fingerprints; and 2) when the new target
is an outlier, MTDAN is updated to learn temporary features handling transient changes. Whereas, if the new
target is common with little changes, the model will not be updated. In this way, MTDAN is updated in time to
keep high localization accuracy and the number of updates is reduced as well.
Limited Volume of Training Data. Since training data only consist of the source domain, the outlier (if

any), and representative targets in the pool, the volume is limited thus avoiding explosive growth with time. As a
result, the training time is limited too.
Alternating Complete Training and Fine-Tuning. Recall that Wi-Fi fingerprints in one AoI usually change

gradually with little difference among contiguous domains. Therefore, we alternate complete training and fine-
tuning to improve training efficiency.
As a complete training is performed from scratch on all training data (the source domain, the outlier (if any),

and representative target domains in the pool), it takes a long time and yet is able to be trained well. Generally,
complete training is carried out at the beginning and during the long run. Whereas, fine-tuning refers to a training
based on parameters obtained in the last training. Compared with complete training, fine-tuning can converge
with a less number of epochs thus reducing training time. However, since it depends on last training, fine-tuning
has to follow a complete training or another fine-tuning. In addition, its capability of learning is constrained.
Therefore, we perform a complete training at the beginning followed by several fine-tunings, and then a complete
training, and so on alternately. In this way, MTDAN can be trained well at a low cost.
Pre-Training. There are dependencies among the components of MTDAN. To generate undistinguishable

fake fingerprints, the generator relies on the meaningful representation of the feature extractor. Similarly, the
location predictor also relies on the feature extractor for high accurate estimation. Therefore, it is crucial to
provide proper initial parameters for joint training.

To this end, before joint training we pre-train each component of MTDAN for robustness and quick convergence.
Specifically, we pre-train the feature extractor and generator with reconstruction loss LGE to learn a meaningful
representation of fingerprints. Fixing the feature extractor, the location predictor is then pre-trained with LR .
After pre-training, the parameters of components are used in the joint training.

The joint training is in an adversarial pattern. Let θE ,θG ,θR , and θD be the parameters of the feature extractor,
generator, location predictor, and discriminator, respectively. With back-propagation of the gradients, θD is
updated by the gradients of λDLD . Then, the gradients are multiplied by a negative constant η (η < 0) through
a gradient reversal layer (GRL) [4] before propagating back to the generator. θE ,θG and θR are updated with
gradients of LGE + λRLR + λCCLCC and gradients back-propagated from GRL.

7 IMPLEMENTATION AND EVALUATION

7.1 Implementation
MTLoc system is deployed at a server with CPU Intel Core Processor I7-7700K, 32G memory, and GPU GeForce
GTX 1080Ti. We implement MTDAN with Pytorch 1.10.0 platform [28]. The sensing functionality of the system
is implemented on Android smartphones.

7.1.1 Network Architecture. Fig. 6 illustrates the network architecture of MTDAN. We implement all components
with Convolutional Neural Networks (CNNs). Each CNN block (ConvBlk) consists of a convolutional layer, batch
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Fig. 6. Network architecture of MTDAN.

normalization (BN) [13], LeakyReLU [46], and an average pooling layer. Whereas, the Deconvolutional CNN
block (DeConvBlk) has a network structure reverse to ConvBlk. The feature extractor consists of an FC layer, a
reshape layer, two CNN blocks, a flatten layer, and a FC layer. Note that the Wi-Fi fingerprint is 1D and its size
varies with the number of APs. To fit a 2D convolutional layer and handle the variation of the size, the feature
extractor projects input fingerprints into a vector by an FC layer and then reshapes it to a matrix with a fixed
size. Being reverse to the feature extractor, the generator involves two DeConvBlks. To stabilize the training of
the GAN, the discriminator adopts spectral normalization [23]. The activation function in input FC layer and
hidden FC layers use LeakyReLU. The output FC layer of the discriminator uses sigmoid function. Whereas, there
are not activation functions in other FC layers.

7.1.2 Hyper-Parameter Setup. For all components of MTDAN, we use Adam [15] as the optimizer with a learning
rate of 0.0002 and betas of (0.5, 0.999). MTDAN is pre-trained for 30 epochs and joint-trained for 100 epochs in
complete training. For fine-tuning, MTDAN is joint-trained for 30 epochs. MTDAN performs a complete training
every 10 fine-tunings. The batch size is 16 for the office, 64 for the mall, and 8 for public dataset of Lib-UJI [22].
We set K (the maximum number of representative targets) to be 5 for the office and Lib-UJI, and 2 for the mall.
The threshold of outlier indicator δQ is set to 0.75 for the office and Lib-UJI, and 0.35 for the mall. λD , λR , λCC
are set to 1. The negative constant η in gradient back propagating is set to −10 in all experiments.

7.2 Experiment Setup

Table 1. Datasets. Size: size of the venue. Interval: interval between reference points (RPs); No. of APs: the number of ambient
APs heard during collections. Note that we do not deploy any APs in the experiments.

Datasets Size Interval No. of No. of Training No. of Duration No. of Collection
(m2) (m) RPs TPs Samples Domains (Month) APs Frequency

Office P1 62K 92 3 409 Daily
Ours Office P2 200 1.5 97 92 16K 24 9 287 Weekly

Office P1+P2 26K 38 15 361 Weekly
Mall 8000 5 300 99 126K 7 13 2308 Monthly

UJI Lib-UJI [22] 150 2 24 106 7K 25 25 280 Monthly

7.2.1 Datasets. To evaluate MTLoc, we use five datasets listed in Table 1. Four of them (Office P1, Office P2,
Office P1+P2, and Mall) are collected by ourselves and publicly available in GitHub. Lib-UJI is released by the
University Jaume I (UJI) [22]. Our datasets are from an office building and a shopping mall with a total area of
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8, 200m2. The floorplans are shown in Fig. 7, where dots indicate locations of reference points (RPs). The test
points (TPs) are disjoint with RPs. There are 97 RPs with 1.5 m intervals, and 92 TPs. In the shopping mall, there
are 300 RPs with 5m intervals and 99 TPs. Wi-Fi signals collected at RPs and TPs are used as training dataset and
test dataset, respectively. Sampling rate is 5Hz. Sampling time at each RP is 8 s in the office building, and 60 s in
the shopping mall. Sampling time at each TP is 1 s in both scenarios.

(a) Office building (b) Shopping mall

Fig. 7. Floor plans in experiment scenarios.

Due to holidays and epidemic of new coronavirus, our collection was interrupted from time to time. Office
P1 and Office P2 are collected at different frequencies in two time periods. The former is collected daily in 3
months from September to December, 2020. The latter is collected weekly over 9 months from April to December,
2021. To obtain a long-term dataset, we combine Office P1 and P2 by downsampling P1 to once-a-week. As a
result, Office P1+P2 covers 15 months. In the mall, we collected fingerprints monthly over 13 months. Due to the
interruptions, there are only 7 domains (collections) in total. For all datasets, the first collection is used as the
source domain, and the others are targets.
Dataset Lib-UJI [22] is collected in a library over 25 months, to the best of our knowledge, which is the open

dataset covering the longest time period. For more details, please refer to Table 1.
Wireless environments and building layouts are very different in the above three indoor venues. While they are

relatively stable in the office and library, both the wireless environments and building layouts change frequently
in the shopping mall. During our data collection in the mall, many changes and events have happened, such as
store movement along with their APs, store closing or new one opening, store decoration, and sales activities. All
these events make the wireless environments highly dynamic in the mall. Moreover, the shopping mall has a
larger area and more APs than others, which means more challenges in the long run (note that APs are those
heard during collections, which are not deployed by us for experiments). Although the areas are similar in size
in the office and library, they are different in space. It is a long corridor in the office, but it is wide open in the
library leading to a different wireless environment. In short, the datasets are very typical in indoor environments.

7.2.2 Benchmarks. We take three state-of-the-art deep-learning-based models or approaches as benchmarks.
Among them, DANN [4] is a UDA model; iToLoc [18] and CNNLoc [14] are localization approaches. Since the
authors do not open their source codes, we have implemented them according to their papers.
DANN is a UDA model under an adversarial training framework, which is designed for image classification.

However, our MTDAN adopts a regressor for localization since its continuous output can provide higher precision
compared with a classifier. Therefore, we replace the classifier in DANN with a regressor for fairness. Moreover,
the corresponding components use the same network architectures as that in MTDAN. Since DANN does not
support automatic updates, when a new target comes we train it on both source domain and the new one.
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iToLoc [18] is the newest localization system based on DANN and co-training. It learns dynamics-resistant and
device-independent features of Wi-Fi RSS fingerprints by DANN, and updates itself automatically by co-training
with unlabeled fingerprints.

CNNLoc [14] is a localization approach based on CNN. Since it does not consider model updates, we train
CNNloc only on the source domain and take it as the baseline without updates.

7.3 Localization Accuracy
We evaluate the localization accuracy of MTLoc on both short-term (three months) and long-term datasets from
various indoor environments. Office P1 is the relatively short-term dataset where target domains are collected
every day. Since its wireless environment is simple and the building layout seldom changes, it is a good scenario
to evaluate the basic design of MTLoc in detail. The long-term datasets are Office P2 (9 months), Office P1+P2
(15 months), Mall (13 months), and Lib-UJI (25 months). The interval of two contiguous targets varies from a
week to one or several months. Through the long-term datasets, we examine the design of MTLoc in different
environments, especially those complex, dynamic, and large-scale ones (e.g., shopping mall) in the long run.

Table 2. Summary of performance comparison. Metric is error distance in unit of meter. Office P1 (3 M): dataset Office P1
which covers 3 months (3 M). The other column titles have similar meanings. Init: the initial error distance at the beginning
of the period covered by the dataset, where MTDAN is trained only by source domain. Final: the final error distance at the
end of the period. Diff: the difference of error distances between final of current approach and that of MTLoc.

Office P1 (3 M) Office P2 (9 M) Office P1+P2 (15 M) Mall (13 M) Lib-UJI (25 M)
init final diff init final diff init final diff init final diff init final diff

MTLoc 0.5 1.0 - 0.8 1.2 - 0.6 1.2 - 4.5 7.8 - 2.7 2.3 -
DANN 0.6 2.1 1.1 1.0 2.9 1.7 0.6 5.3 4.1 4.2 14.7 6.9 2.8 3.4 1.1
iToLoc 0.7 2.1 1.1 1.1 4.5 3.3 0.7 6.2 5.0 8.1 26.2 18.4 2.8 3.2 0.9
CNNLoc 1.1 2.7 1.7 1.6 7.0 5.8 1.1 9.3 8.1 13.1 22.1 14.3 3.0 3.5 1.2

Table 2 summarizes the results compared with that of three benchmarks (DANN, iToLoc, and CNNLoc). We
can see that MTLoc outperforms the benchmarks on all the datasets. On Office P1, the final error distance of
MTLoc after three months keeps 1.0 m, which is better than that of benchmarks by 1.1 m, 1.1 m, and 1.7 m,
respectively. In the long term, on Office P1+P2, the finial error distance of MTLoc retains 1.2 m after 15 months,
much better than that of the benchmarks by 4.1 m, 5.0 m, and 8.1 m, respectively. Even in more complex and
dynamic mall, MTLoc still achieves 7.8 m after one year, outperforms the benchmarks by 6.9 m, 18.4 m, and
14.3 m, respectively. We analyze the results in depth from perspectives of environment changes and technique
design as follows.

7.3.1 Three-Month Performance. We first evaluate the localization accuracy of MTLoc on a three-month dataset
of Office P1. The results are illustrated in Fig. 8, where accuracy at day 0 refers to the initial localization accuracy
on the source domain. We can see that the initial accuracy of MTLoc and the benchmarks are very high at
sub-meter level except for CNNLoc. As time goes by, only MTLoc keeps the accuracy close to 1 meter, while
others decrease significantly.
To understand the results, we plot the number of shared APs in Fig. 9, where the number of common APs

quickly decreases to 97 on day 10, and then fluctuates between 90 and 100. On the other hand, the number of
common APs and semi-common APs keeps a high level, even larger than the initial number (124) after 45 days. It
means that many new APs appear with time and stay becoming semi-common APs.
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Fig. 8. Daily performance on Office P1.
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Fig. 9. The number of shared APs on Office P1.

The variation of the number of shared APs reveals why MTLoc retains high accuracy throughout three months.
When the number of common APs decreases, there is a big gap in fingerprints between the source and the current
target domain. MTLoc leverages semi-common APs to fill the gap between source domain and targets by training
itself on multiple domains (source and representative targets). Besides, the constraints of cycle consistency
enhances the alignment among source and targets. Therefore, the source domain and targets are aligned well
leading to high accuracy. Whereas, DANN is trained only on source and current target thus suffering from poor
accuracy when there is a big gap. Similarly, the accuracy of iToLoc also decreases and fluctuates significantly
with time. The accuracy of CNNLoc is the lowest, since it does not update itself with time.

Zooming in on the error distance, there is a sharp increase from day 41 to 47 for the three benchmarks, whereas
it is only a little fluctuation for MTLoc. As shown in Fig. 9, the number of common APs decreases to 90 on day
41 and 45, reaching the smallest value across the three months. The sharp decrease of the number of common
APs causes a significant change in fingerprints. As a result, the error distances of iToLoc, DANN, and CNNLoc
decrease sharply. However, MTLoc detects the change of fingerprints by outlier detection module where target
domain on day 41 is detected as an outlier. The outlier triggers the update of MTDAN, through which changes
of fingerprints are learnt quickly. In addition, the number of common and semi-common APs increases from
day 45 to 48, meaning many new APs appear and stay. Consequently, targets on day 44 and 47 are selected to be
representatives triggering updates of MTDAN. Therefore, MTLoc is able to learn fingerprint changes in time by
outlier detection and representative selection.

7.3.2 Long-Term Performance. We then evaluate the long-term (9 to 25 months) performance of MTLoc in various
scenarios, including office building, shopping mall, and library. Four datasets are involved, ours (Office P2, Office
P1+P2, Mall) and the public dataset of Lib-UJI. The results are shown in Fig. 10. We can see that in all scenarios,
MTLoc outperforms the benchmarks. Compared with the office and library, the mall experiences a more complex
environment. During our data collection, many changes have happened. For example, one store moves to another
place in the mall taking its AP along with it; one store moved out of the mall and a new one came in later; two
stores were closed for a period for decorations; sometimes, the concourse was separated temporally for sales
activities. All these events make fingerprints change significantly. Even in such a dynamic environment, after 13
months the error distance of MTLoc still reaches 7.8m, outperforming its counterparts significantly.

MTLoc is able to keep high accuracy after a long time primarily due to its multi-target domain adaptation. After
a long time, the number of common APs in each scenario decreases substantially by at least 50%. In particular, we
plot the number of shared APs on Office P1+P2 and Lib-UJI in Fig. 11. By the end of the collection, the number of
common APs decreases from 124 to 51 on Office P1+P2, and from 73 to 39 on Lib-UJI. In addition, because of
a long interruption (over three months) of collections between P1 and P2, there is a sharp decrease at month
27 in Fig. 11a. There is also a sharp decrease at month 11 in Fig. 11b. The significant decrease in the number of
common APs makes a big difference in fingerprints between the source and the target domain. DANN, iToLoc,
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Fig. 10. Long-term Performance on various datasets.
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Fig. 11. The number of shared APs on datasets of Office P1+P2 and Lib-UJI.

and CNNLoc fail to learn the sharp changes of fingerprints thus suffering from poor performance. In contrast,
MTLoc makes use of semi-common APs to bridge the source and the target by multi-target domain adaptation
thus retaining high accuracy in the long run.
Besides multi-target learning, domain management module also contributes to the high accuracy of MTLoc.

Outlier detection enables MTLoc to learn new transient features. Taking dataset Mall for example, at month 8
the target is detected as an outlier by MTLoc. At that time, a store was being decorated which causes changes
of fingerprints around it. As the outlier triggers the update of MTDAN, the new features are learnt by MTLoc
in time. Moreover, since outlier joins training only once and then is dropped, the transient features caused by
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temporary decoration have little impact on the targets after that. Therefore, the error distance of MTLoc increases
a little bit at month 8 as shown in Fig. 10c, which is different from others.

In addition, MTLoc learns new long-term features that appear and stay later on through representative targets.
Taking dataset Office P1+P2 for example, at week 27 a large number of common APs disappear, while from week
28 to 30 many new APs appear and stay (i.e., semi-common APs). The variation of APs makes big changes of
fingerprints. MTLoc selects targets during this period as representatives. Since representatives join training each
time for model update, MTLoc is able to learn new long-term features in time. Therefore, the error distance of
MTLoc still keeps at a low level even after a long time.

In a nutshell, benefitting from multi-target domain adaptation and domain management, MTLoc achieves high
accuracy in the long run, outperforming the benchmarks significantly on all datasets tested.

7.4 Effectiveness of Components in MTDAN
We carry out an ablation study to show the effectiveness of components in MTDAN. In particular, we take off one
component at one time and keep others. The feature extractor, generator, and location predictor are preserved
in each experiment since they are core components for localization. The parameters used are consistent with
MTDAN. We denote approaches as follows:

• noDiscriminator. The discriminator is deleted to show the effectiveness of GAN framework.
• noCycle. Cycle consistency constraints are removed to show the effectiveness of the cycle consistency.
Since outlier detection depends on the cycle consistency constraints, outlier detection is also removed in
this approach.

• singleTarget. Domain management and representative target pool are removed to show the effectiveness
of multi-target. Each time a new target comes, MTDAN is updated with the source and the new target
domain (single target).

The experiments are performed on dataset Office P1+P2 and Mall. Fig. 12 shows the final error distance at the
end of time period covered by each dataset. We can see that MTDAN outperforms all other approaches on both
datasets.
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Fig. 12. Effectiveness of each component in MTDAN.

7.4.1 Effectiveness of Discriminator. As shown in Fig. 12, without the discriminator the final error distances
increase to 3.9m and 12.5m on Office P1+P2 and Mall, respectively. This is because that the discriminator
and other components are under a GAN framework. By adversarial training, the feature extractor is driven to
produce time-invariant and location-aware features. Therefore, the localization accuracy deteriorates when the
discriminator is removed.
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7.4.2 Effectiveness of Cycle-Consistency Constraints. Fig. 12 shows that without cycle-consistency constraints the
final error distances increase to 4.5m and 11.6m on Office P1+P2 and Mall, respectively. The cycle-consistency
constraints enhance the alignment among the source and targets in feature space. When they are removed, a
small perturbation in the feature space may cause a big mismatch for location prediction. Therefore, the final
error distance increases significantly.

7.4.3 Effectiveness of Multi-Target. Fig. 12 illustrates that the final error distances of singleTarget deteriorate
considerably compared with that of MTLoc. On one hand, the number of common APs reduces with time
especially after a long time. On the other hand, semi-common APs appear gradually. The variation of APs makes
fingerprints change with time. With multi-target domain adaptation, MTLoc bridges the source and targets by
leveraging intermediate representative targets. Therefore, MTLoc achieves high accuracy in the long run.

7.5 Validation of Domain Management
7.5.1 Validation of Domain Selection. Rather than using all targets, domain selectionmodule selects representative
targets to store and use them to train MTDAN. To validate the domain selection, two natural questions are:
i) whether the selected representatives are able to represent all other targets? and ii) does it outperform the
approach without domain selection (allTarget)? We then answer the questions by examining the results of MTLoc
and allTarget on datasets. Due to space limitations, Fig. 13 only shows the results on dataset Office P1. The results
hold on other datasets.
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Fig. 13. Domain selection on dataset Office P1.

i) Selection records of representative targets. We draw the records of representatives as well as outliers and
common targets in Fig. 13a. The y-axis is the target domain number, and x-axis is the day number counted from
the day when the source is collected. For the sake of convenience, we type the target number at the end of a line
segment. For example, target 8 is selected as a representative on day 8 and stored in the representative target
pool till day 75. We can see that since the maximum number of representatives K is set to 5, the first 5 targets are
selected as representatives by default. After that, target 8, 10, and 15 are selected as representatives replacing one
already in the pool. Referring to Fig. 9, the number of shared APs on day 8 is similar to that on day 7, which
means some common APs disappear and some semi-common APs appear and stay. The corresponding changes
of fingerprints in previous targets are involved in target 8, that is why MTLoc selects target 8 as a representative.
The same goes for other representative selection. Therefore, a representative involves new features that appear
in previous targets and stay thereafter, i.e., long-term features, which bridges source and targets in fingerprints.
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In addition, throughout the whole experiment representatives in the pool are quite stable. Some of them keep a
long time in it, such as target 8, 25, and 28. In this sense, representative selection is efficient. In short, the records
demonstrate that representatives involve long-term features filling the gap between source and targets, and the
domain selection is efficient.

ii) Visualization of representatives and other targets. According to the online domain selection algorithm, targets
are clustered by their SSDmeasurement to a representative which has the smallest SSD. Therefore, a representative
is the centroid of a cluster. To validate it, we consider the targets at the end of time period covered by the dataset,
which include representatives 25, 28, 47, 51, and 84, and other targets. We concatenate all vectors of RSSIs in a
target domain into one vector and visualize them by t-SNE. The results are shown in Fig. 13b. The targets with
the same markers are those have the smallest SSD to the same representative. The filled markers denote the
representatives. We can see that even though some clusters are overlapped, targets with same markers really
cluster together. The results show that the representatives are able to represent all targets.

iii) Comparison with allTarget. The core of allTarget is MTDAN too. When a new target comes, allTarget uses
all previous targets, the new one, and the source to update MTDAN without domain selection. Whereas, MTLoc
uses only representatives and the source for updates. Fig. 13c illustrates their accuracy on dataset of P1. The
accuracy of MTLoc is worse than that of allTarget at the beginning, but becomes better with time. Since the total
number of representatives on P1 is set to 5, MTLoc and allTarget have the same dataset to train MTDAN before
day 5. To save training cost, MTLoc completely trains MTDAN at day 0, and then keeps fine-tuning until day 10.
That is why allTarget outperforms MTLoc during this period. MTLoc carries out a complete training at day 11
causing decrease of error distance. At the same time, with more and more targets joining the training, it is hard
for allTarget to train MTDAN well. Therefore, MTLoc achieves better accuracy. The results demonstrate that
MTLoc outperforms allTarget in the long run with limited number of representatives.

7.5.2 Validation of Outlier Detection. Outlier detection makes use of cycle-consistency constraints to detect
fingerprint changes in targets. To validate it, we examine outliers detected on datasets. On Office P1, as shown in
Fig. 13a targets on day 11, 12, and 13 are detected as outliers. During these days the number of semi-common
APs varies significantly, first decreasing down to 105 and then increasing up to 121. The variation of APs results
in big changes of fingerprints, and thus outliers are detected. After changes happen for three days, target 15 is
selected as a representative involving the changes in its fingerprints. On dataset of Mall, the outlier is target 5
where fingerprints change temporally in some regions due to store decoration and recover in the next target
domain. In a nutshell, the outliers involve fingerprint changes caused by variation of APs or by other random
events (e.g., decoration, people flow in buildings). Therefore, outlier detection is effective.

7.6 The Cost of Storage and Training
By multi-target domain adaptation and domain management, MTLoc achieves high accuracy yet at a low cost in
the long run. We now evaluate its cost in terms of the amount of storage and training time on various datasets,
comparing it with allTarget approach. AllTarget uses MTDAN without domain selection. Each time a new target
comes, it updates MTDAN with the new and all previous ones.

7.6.1 Storage Cost. Since MTLoc stores at most K representative targets in the pool, its storage cost is limited
and does not increase with time. In contrast, allTarget has to store all the targets causing an increasing storage
with time. Fig. 14 shows their storage cost at the end of time period covered by each dataset. The Y-axis uses log
scale to illustrate the results clearly. Although the storage varies with datasets due to different sizes, collection
frequency, and time periods, MTLoc requires much less storage than allTarget on all datasets. On P1, MTLoc
stores 7.8 MB data saving 110.8 MB (by 93.4%) compared with allTarget. On Mall, MTLoc saves storage of 623.5
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Fig. 14. The total storage.
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Fig. 16. The total training time.

MB (57.2%). On other datasets, the saving ratio reaches from 70% to 85%. As time goes on, MTLoc still keeps a
fixed storage thus saving more and more storage. Therefore, MTLoc is at a low cost of storage.

7.6.2 Training Time. MTLoc decreases the training time from three aspects: reducing the number of updates,
alternating complete training and fine-tuning, and limiting the number of target domains that join the training.
MTLoc updates MTDAN only when a new target is a representative or an outlier. If the new one is common with
little change of fingerprints, then MTLoc does not update. As a result, MTLoc reduces the total training time.
Furthermore, for updates MTLoc alternates complete training and fine-tuning. Since fine-tuning trains MTLoc
based on the parameters learnt in the last training, it converges quickly thus yielding a short training time.
Fig 15 illustrates the number of updates on various datasets. As the number of updates of MTLoc equals the

sum of the number of complete training and that of fine-tuning, we stack them in a bar. We can see the number of
updates of MTLoc is less than that of allTarget except on dataset of Mall. On Mall, there are only 6 targets in total
over one year. Due to the large gap between contiguous targets, MTLoc trains MTDAN completely each time a
new target comes. Therefore, MTLoc and allTarget have the same number of updates. On other datasets, MTLoc
updates less than allTarget. Especially on P1, the number of complete training is only 6, while the number of
fine-tuning is 33. The total number of updates of MTLoc decreases to 39 much less than that of allTarget by 57.6%.
Fig. 16 shows the total training time throughout a whole dataset. MTLoc has a smaller training time than

allTarget on all the datasets. The total training time of allTarget is estimated according to its training time on
a small number of targets. This is because when the number of targets becomes large, the training time of
allTarget grows too long to be endured. On P1, the total training time of MTLoc is 7.6 hours, much shorter than
that of allTarget (338.7 hours). This is primarily due to its small number of updates where fine-tuning takes
84.6%(= 33/39). The small volume of training dataset (less than allTarget by 92.4%) also makes a big contribution.
On Mall, even though its number of updates is the same with that of allTarget, MTLoc has a smaller training time
than allTarget due to its small volume of training dataset.
All in all, MTLoc keeps a low cost of storage and training time in the long run.

8 LIMITATIONS AND FUTURE WORK
The Cost of the Source Domain. In this paper, the source domain is a fingerprint database collected at the
beginning. Since we focus on fingerprint updates, we assume the fingerprint database has existed. However, in
practice we have to consider the cost of site survey building a fingerprint database. Fortunately, there have been
many outstanding works to reduce the cost [1, 5, 9, 37]. The fingerprint database can be constructed with little
human intervention by simultaneous localization and mapping (SLAM) techniques [1, 5]. Gao et al. integrate
SLAM with inertial sensors to construct a fingerprint database semi-automatically [5]. An autonomous mapping
platform is presented to collect fingerprints with a robot in [1]. Recently, deep-learning-based approaches are
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utilized to generate fine-grained fingerprint database leveraging unlabeled fingerprints [37, 39]. Therefore, it is
possible to construct a fingerprint database as the source domain at a low cost. However, in this way fingerprint
database construction and update have to be addressed independently. For future work, we will extend our work
to build a deep-learning-based framework integrating fingerprint database construction and update without
labeled fingerprints, making it work efficiently in a systematic way.
Wi-Fi fingerprinting with CSI (Channel State Information). Compared with RSSI, Wi-Fi CSI contains

more detail of signals from physical layerwhichmakes it a great candidate for indoor localization.Many prestigious
works demonstrate that CSI works better for localization achieving decimeter accuracies [16, 30, 34, 38, 44, 45].
However, until today few commercial Wi-Fi devices make CSI available except the early release of CSItools for
Intel 5300 Wi-Fi chips [8] and Atheros Ath9k series Wi-Fi chips [43]. The limitation on accessibility of CSI makes
it difficult for real-world deployment [18, 50]. Therefore, in this paper we take Wi-Fi RSSIs as fingerprints and
consider the fingerprint update problem raised in practice. In addition, CSI-based fingerprinting algorithms still
face the same challenges as RSSI-based ones, including costly site survey and stale fingerprints over time [3, 19].
We leave further exploration of these topics for future work.

9 RELATED WORK
There are numerous studies on Wi-Fi fingerprint indoor localization [9, 25]. Due to space limitations, we focus
on reviewing those works that are closely related to MTLoc.
Reducing Costly Site Survey. For fingerprint-based localization approaches, time-consuming and labor-

intensive site survey has been a big hurdle in practical deployments. There are many works on reducing efforts of
the site survey. Fingerprint crowdsourcing has recently been promoted to relieve the burden of the site survey by
allowing unprofessional users to participate in fingerprint collection[17, 29, 36, 41, 48]. Recently, Wang et al. [37]
propose a semi-supervised deep generative model to generate high-accuracy virtual fingerprints at a low cost.
Guo et al. [7] propose a weak-supervised-based positioning framework to avoid high cost and low coverage due
to limited labeled data. What’s more, simultaneous localization and mapping (SLAM) techniques are also applied
to build radio map automatically [1, 5]. MTLoc targets automatic update to reduce maintenance efforts in the long
term. It is orthogonal with these works and can be put together to provide practical indoor localization services.

Inertial-Sensor-Assisted Fingerprint Update. To reduce the maintenance efforts in the long term, many
works target automatic update by fusing inertial sensors [12, 35, 42]. Wu et al. [42] propose an automatic and
continuous radio map self-updating service by accurately pinpointing mobile devices with a novel trajectory-
matching algorithm. Huang et al. [12] propose an online radio map update scheme based on gaussian process
regression (GPR) leveraging inertial sensors. Although these approaches can reduce maintenance efforts to some
degree, using inertial sensors raises new issues, such as orientation estimation and additional power consumption.
In contrast, MTLoc achieves achieve high accuracy in the long term without inertial sensors.
Learning-Based Fingerprint Update.Many works apply machine learning techniques by leveraging unla-

beled fingerprints. Pioneering works [27, 51] propose transfer learning to update fingerprints over time. He et
al. [10] detect the altered APs by leveraging subset sampling and updating the corresponding part of the fingerprint
database with GPR. Li et al. [18] propose a semi-supervised update framework based on co-training, achieving
room-level localization accuracy in large venues. Tian et al. [32] propose a single target domain adaptation
model to transfer location knowledge unlabeled fingerprints. Li et al. [19] introduce a domain-adaptation based
approach addressing signal robustness issues. Different from them, MTLoc manages to achieve high accuracy in
the long term by aligning the source domain and multiple target domains with limited storage and training costs.

Unsupervised Deep Domain Adaptation. Domain adaptation targets a spectrum of applications where
labeled training data from a source domain and testing data from a related but different target domain [40]. Among
various approaches, unsupervised domain adaptation is the most promising one due to the reduction of reliance
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on target data labels. DANN [4] learns domain-invariant features by domain-adversarial training using standard
backpropagation and stochastic gradient descent. CyCADA [11] adapts between domains using both pixel-level
and low-level space alignment and avoids divergence before and after adaptation. DualGAN [49] employs two
GANs to implement unsupervised image-to-image translation. Chen et al. [2] propose an unsupervised domain
adaptation framework to transfer motion knowledge from one pose to another. However, the application of
unsupervised deep domain adaptation in fingerprint-based localization faces linearly increasing storage and
regular training costs brought by the stream of unlabeled fingerprints. MTLoc addresses the challenge by
designing an automatic-updated Wi-Fi fingerprinting localization system based on unsupervised multi-target
domain adaptation.

10 CONCLUSION
We carried out over-one-year experiments to study the long-term variation of APs and their Wi-Fi signals. The
experimental findings reveal insights behind deteriorative accuracy of Wi-Fi fingerprinting systems in the long
term, which we believe will benefit the real-world deployment of such systems. Inspired by the experimental
findings, we proposed a multi-target domain adaptation model MTDAN, and designed a practical localization
system MTLoc based on it. MTLoc utilizes low-cost unlabeled fingerprints to update the model with neither
inertial sensor assistance nor floorplan constraints, pushing the update cost to an extreme limit. Extensive
experiments demonstrate that MTLoc retains high accuracy at a low cost in various indoor environments even
over two years. However, MTLoc still depends on labeled fingerprints. In future work, we will explore robust
Wi-Fi fingerprinting localization without any labeled fingerprints and further improve accuracy by considering
Wi-Fi CSI.
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