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Abstract—Increasing number of Internet-scale applications, such as video streaming, incur huge amount of wide area traffic. Such

traffic over the unreliable Internet without bandwidth guarantee suffers unpredictable network performance. This result, however, is

unappealing to the application providers. Fortunately, Internet giants like Google and Microsoft are increasingly deploying their private

wide area networks (WANs) to connect their global datacenters. Such high-speed private WANs are reliable, and can provide

predictable network performance. In this paper, we propose a new type of service—inter-datacenter network as a service (iDaaS),

where traditional application providers can reserve bandwidth from those Internet giants to guarantee their wide area traffic.

Specifically, we design a bandwidth trading market among multiple iDaaS providers and application providers, and concentrate on the

essential bandwidth pricing problem. The involved challenging issue is that the bandwidth price of each iDaaS provider is not only

influenced by other iDaaS providers, but also affected by the application providers. To address this issue, we characterize the

interaction between iDaaS providers and application providers using a Stackelberg game model, and analyze the existence and

uniqueness of the equilibrium. We further present an efficient bandwidth pricing algorithm by blending the advantage of a geometrical

Nash bargaining solution and the demand segmentation method. For comparison, we present two bandwidth reservation algorithms,

where each iDaaS provider’s bandwidth is reserved in a weighted fair manner and a max-min fair manner, respectively. Finally, we

conduct comprehensive trace-driven experiments. The evaluation results show that our proposed algorithms not only ensure the

revenue of iDaaS providers, but also provide bandwidth guarantee for application providers with lower bandwidth price per unit.

Index Terms—Inter-datacenter network, WANs, bandwidth price, Stackelberg game
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1 INTRODUCTION

LARGE-SCALE Internet applications, such as video stream-
ing and cloud computing, provide service to hundreds of

millions of users. The enormous, and growing user demand
has motivated application providers to place their applica-
tion instances across multiple geographical regions, such as
Netflix [1]. Accordingly, a large volume of wide area traffic
will exhibit across different regions, due to the routine back-
ground computation and periodic data backup tasks. As
revealed in [2], the wide area traffic accounts for up 45 per-
cent of the total traffic of a typical business provider. A recent
survey further highlights that the amount of such wide area
trafficwill double or triple in the next two to four years [3].

Traditionally, most application providers acquire band-
width from Internet Service Providers (ISPs) for their wide
area traffic. They, however, suffer unpredictable and unreli-
able network performance since the network bandwidth is
shared by all traffic in a best effort manner in today’s Inter-
net. Nowadays, they can be freed from such performance
issues with the success of private wide area networks
(WANs) hosted by some Internet giants. For instance, B4, a

private WAN connecting Google’s datacenters across the
planet, is highly reliable and can provide guaranteed net-
work performance [4]. In addition to the performance
advantage, each datacenter in the WAN can actually per-
form well as a router with its abundant resources [5].

Bearing these points inmind, we design a new type of ser-
vice, inter-datacenter network as a service (iDaaS), for com-
panies like Google and Microsoft, which deploy and host
such private WANs [6]. In this setting, application providers
acquire bandwidth from iDaaS providers for their wide area
traffic. Fig. 1 plots an illustrative example for this novel ser-
vice in a scenario of a single iDaaS provider and multiple
application providers. Each application provider can send
its bandwidth request to the closest datacenter via the front
end server or border router offered by the iDaaS provider.
On receiving the bandwidth request, iDaaS provider will
open a tunnel and allocate the required bandwidth, such that
the application provider’s wide area traffic can be delivered
along the inter-datacenter links with guaranteed bandwidth.

To enable the widely usage of this new type of service, we
believe that a bandwidth market is essential between appli-
cation providers and iDaaS providers. The commodities to
be traded in such a market consist of a series of available
bandwidth from many iDaaS providers, which can be
reserved to guarantee the application performance. Conse-
quently, an emerging bandwidth pricing problem dominates
the utility of such a market. However, current pricing meth-
ods, i.e., the simple pay-as-you-go model based on the num-
ber of bytes transferred [7], are insufficient to characterize
behaviors of bandwidth guarantee, as shown in Figs. 2 and 3.

Pricing in such a bandwidth tradingmarket is the principal
challenge. On the one hand, each iDaaS provider normally
sets its bandwidth price per unit based on the total reserved
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bandwidth (workload) [8]. As iDaaS providers compete with
each other for bandwidth demand with the aim of maximiz-
ing the revenue, the bandwidth price per unit of one iDaaS
provider can be affected by others. On the other hand, given
the bandwidth price, each application provider seeks the opti-
mal bandwidth reservation strategy to minimize its payment
and still desires to be completely served in terms of its
demand. As such, each iDaaS provider’s workload is deter-
mined by the application providers. Thismeans that all appli-
cation providers may together influence the price of an iDaaS
provider. Based on the above guidelines, we believe that an
efficient bandwidth pricing policy must benefit both iDaaS
providers and application providers.

Accordingly, we aremotivated to propose a global control-
ler to make the price in the bandwidth trading market
between iDaaS providers and application providers. Specifi-
cally, we model the interaction between iDaaS providers and
application providers as a two-stage Stackelberg game [9]. In
the first stage, iDaaS providers cooperate with each other in a
Nash bargaining game, and make decisions on the price and
size of bandwidth they are willing to allocate, based on the
total bandwidth demand issued by all application providers.
In the second stage, application providers compete with each
other in a non-cooperative game, and decide on how much
bandwidth they will reserve from each iDaaS provider. Theo-
retical analysis shows that there exists a unique Nash equilib-
rium (NE) in the non-cooperative game.

In order to compute the bandwidth price and bandwidth
reservation in an efficient way, we propose a bandwidth
pricing algorithm by blending the advantage of the demand
segmentation method and the geometrical Nash bargaining
solution [10]. For comparison, we particularly present two
bandwidth reservation algorithms, which reserve each
iDaaS provider’s bandwidth in the weighted fair manner
and max-min fair manner, respectively. Finally, we use

comprehensive trace-driven simulations to demonstrate the
efficiency of our algorithms, in the market of multiple iDaaS
providers and application providers.

The major contributions of this paper are as follows:

� We make the first attempt to propose a new type of
service—inter-datacenter network as a service, for
Internet giants (iDaaS providers) that host large pri-
vate wide area network to connect their global data-
centers. In particular, we study a bandwidth market
consisting of multiple iDaaS providers and applica-
tion providers, and concentrate on the essential
bandwidth pricing problem.

� To benefit both iDaaS providers and application pro-
viders, we model the interaction between iDaaS pro-
viders and application providers as a two-stage
Stackelberg game. It contains a cooperative game
among iDaaS providers and a non-cooperative game
among application providers. We perform a theoreti-
cal analysis with respect to the Nash equilibrium of
the non-cooperative game.

� We design an efficient bandwidth pricing algorithm
based on the geometrical Nash bargaining solution
and demand segmentation method. We further put
forward a weighted fair bandwidth reservation
algorithm and a max-min fair bandwidth reservation
algorithm.

� We conduct comprehensive trace-driven experi-
ments. The experimental results verify the efficiency
of our algorithms in terms of both iDaaS provider’s
revenue, and application provider’s utility of getting
fully served with less payment. In addition, the eval-
uation results show that the per unit bandwidth
price decreases as the bandwidth demand increases,
which are close to real-life situations.

The rest of this paper is organized as follows. In Section 2,
we discuss the background and present our system model.
In Section 3, we apply a two-stage Stackelberg game tomodel
the interaction between providers and application providers.
In Section 4, we present our proposed bandwidth pricing
and bandwidth reservation algorithms. In Section 5, we pres-
ent the performance evaluation. Related work are presented
in Section 6. Finally, Section 7 conclude this paper.

2 BACKGROUND AND SYSTEM MODEL

2.1 Background

It is well-known that existing Internet suffers from the reli-
ability and network performance issues [12], [13]. In spite of

Fig. 2. When pricing based on the number of bytes transferred, applica-
tion provider 1 cannot get fully served, though it pays the same money
as application provider 2 and 3.

Fig. 3. When pricing the bandwidth guarantee, all the three application
providers get fully served if we let half of the demand of application pro-
vider 1 be served by iDaaS provider 2.

Fig. 1. An illustrative example of the new service iDaaS. There are multi-
ple application providers and a single iDaaS provider, which hosts a pri-
vate WAN connecting a large number of distributed datacenters.
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this, large-scale application providers are still relying on
such unreliable Internet for their wide area traffic, which
can result in highly unpredictable network performance.
Benson et al. recently reported that such wide area traffic
accounts for 40-90 percent of the total traffic in a typical
business [14]. A recent survey further highlights that the
requirement of such wide area traffic will double or triple in
the next two to four years [3].

To have an intensive understanding of the application
provider’s wide area traffic, we detailed analyze some net-
work datasets provided by Yahoo! [11]. Such datasets not
only contain traffic between Yahoo! datacenters and clients
(D2C traffic), but also contain traffic between different
Yahoo! datacenters (D2D traffic). Each record in the Net-
Flow data includes the following fields: 1) timestamp,
2) source and destination IP address, 3) source and destina-
tion port, 4) protocol, 5) number of packets and bytes trans-
ferred from the source to the destination. Since all IP
addresses in the datasets are permuted to hide the identities
of Yahoo! application providers, we analyze the Yahoo!
datasets based on the study of [2]. They reported that there
are 17 popular server ports for the D2C traffic. For the
detailed information of these 17 ports, we refer readers to
the TABLE III in [2]. Here, we simply extract the traffic, not
passing through those 17 ports, to denote the wide area traf-
fic. Accordingly, we plot the number of flows for the
extracted wide area traffic in a 96-interval period of time
(each interval is 15 minutes), as shown in Fig. 4. We can eas-
ily check that the extracted wide area traffic accounts for
around 50 percent on average throughout the day.

In view of the enormous, and rapidly growing wide area
traffic, the phenomenon of unpredictable performance can
further be worse in the current Internet. In contrast, we find
that private wide area networks deployed by some Internet
giants among their geographically distributed datacenters,
i.e., Google B4 [4], are highly reliable and can provide
guaranteed network performance. In addition, most of the
private WAN links are provisioned to 30-40 percent average
utilization. Even in the Google B4, the average WAN link
utilization is 70 percent [4]. This implies that those Internet
giants can always have some redundant bandwidth, which
can be rent out to application providers with large amount
of wide area traffic. Moreover, the private WAN link band-
width utilization could further be improved if those Internet
giants support the iDaaS service. As such, datacenters only
need to access the traffic, push them to the private wide

area network, and finally forward them to the destinations.
Each datacenter is exactly similar to a router [5]. Moreover,
the inter-datacenter optimization [15], [16] and the SDN
technique [4] can ensure that the incoming wide area traffic
can efficiently be isolated, and will not hinder the normal
transmission of the already existed traffic. Hence, we are
motivated to consider that private wide area networks
owned by some Internet giants can be offered as a service to
application providers which have large amount of wide
area traffic to be transmitted. Looking ahead, we believe
that such efforts may force more companies to provide such
kind of services. In the following, we focus on characterize
the interactions among multiple iDaaS providers and appli-
cation providers under this type of services.

2.2 System Model

In this new type of service, iDaaS provider will open tunnels
and allocate the required bandwidth for application pro-
viders, by using the SDN technique in the private WAN,
i.e., B4 [4]. As such, each iDaaS provider hosts a large
amount of WAN transit bandwidth, and sells them to the
application providers at a certain price, with the aim of
maximizing its own revenue. The application provider
sends its bandwidth demand, and buys the WAN band-
width from multiple iDaaS providers with the aim of get-
ting fully served in a low price. To make appropriate
decisions for both iDaaS providers and application pro-
viders, we believe that the global network controlling is
need. Hence, we are motivated to resort to the SDN control-
ler and design a bandwidth trading market consisting of
multiple application providers, iDaaS providers and a con-
troller. Important notations used throughout this paper are
listed in Table 1.

2.2.1 The Controller, iDaaS Providers and Application

Providers

The controller. It is important to keep in mind that applica-
tion providers mainly resort to the private WANs for their
wide traffic in the iDaaS service model. In other words,
application providers actually do not need to move their
applications to the public cloud hosted on the data centers.
In such a case, application providers can have choices to

Fig. 4. The number of flows for the extracted wide area traffic in the
Yahoo! datasets [11].

TABLE 1
Notations and Definitions

Notation Definition

N the set of iDaaS providers, which are indexed by
i ¼ 1; 2; . . .; N

M the set of application providers, which are indexed by
j ¼ 1; 2; . . .;M

vi the WAN bandwidth capacity of iDaaS provider i
xi;j the amount of bandwidth reserved by application

provider j from iDaaS provider i
Pið�Þ the bandwidth price per unit of iDaaS provider i,

which is a function of xi¼
P

j2M xi;j

dj the bandwidth demand of application provider j
Qið�Þ the utility function of iDaaS provider i,

which is a function of xi

Ujð�; �Þ the utility function of application provider j,
which is a function of xi;j and xi
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select iDaaS providers for transferring data among the pri-
vate WANs. To guide such selection, we believe that an eco-
nomically free agent or broker is needed in the market of
multiple iDaaS providers and multiple application pro-
viders. The broker mainly acts as a role of global regulation.
More precisely, it receives the bandwidth demand of appli-
cation providers in a time period. Based on the demands, it
then computes and maintains stable pricing strategies of the
iDaaS providers. Finally, it reserves bandwidth for the
application providers. For the newly coming bandwidth
demands, the broker computes the new price for such
demands, but keeps the current price for existing demands.
Actually, to perform such price computation, the broker can
deploy some inter-connectors between iDaaS providers and
application providers, i.e., Zimory, an emerging intermedia-
tor connecting buyers and sellers of resources [17]. Option-
ally, the broker can also deploy some SDN controllers to get
a central control of the network [35], and gather information
(i.e., bandwidth capacity, bandwidth demand) of both
application providers and iDaaS providers. In this paper,
we generally refer the inter-connectors as the controller,
which is shown in Fig. 5.

iDaaS providers. We consider that there are N iDaaS pro-
viders, which are denoted as N ¼ f1; 2; . . . ; Ng. Each iDaaS
provider i offers vi amount of bandwidth, which is available
for reservation. Each iDaaS provider sets a bandwidth price
per unit it will charge from application providers. The
bandwidth price per unit is normally a function of the total
requirement of reserved bandwidth on the iDaaS provider
[8]. To better indicate this, we let PiðxiÞ denote the band-
width price per unit of iDaaS provider i, where xi repre-
sents the total reserved bandwidth on the ith iDaaS
provider.

Application providers. Similarly, we consider M applica-
tion providers, which are denoted by M¼ f1; 2; . . . ;Mg.
Each application provider has a bandwidth demand dj,
which can be guaranteed by multiple iDaaS providers. Let
xi;j represent the amount of bandwidth that application pro-
vider j reserved from iDaaS provider i. Recall that the total
reserved bandwidth of iDaaS provider i can now be
expressed as xi ¼

P
j2M xi;j. In the following, we define the

bandwidth reservation strategy and policy for application
providers.

Definition 1. A bandwidth reservation strategy relative to
application provider j is xxjj ¼ fx1;j; . . . ; xN;jg. The collection
of bandwidth reservation strategies xx ¼ fxxjj : 1; . . . ;Mg forms
a bandwidth reservation policy.

2.2.2 Pricing Bandwidth Reservation

Each iDaaS provider i charges application providers some fee
for accommodating a certain amount of bandwidth according
to some bandwidth pricing strategy Pið�Þ. So, we are now in a
position to design an efficient and practical bandwidthpricing
function that is suitable for real life scenarios.

It is well-known that in today’s Internet transit market,
there are many pricing models applying the blended rate to
enable the discount for user’s traffic, i.e., tiered pricing [18].
Motivated by such pricing models in the Internet, our intui-
tion for pricing the bandwidth reservation are two folds:
1) the more one application provider buys the bandwidth
from an iDaaS provider, the lower the per unit price; 2) the
per unit bandwidth price should be limited between a mini-
mum value and a maximum value, such that both iDaaS
providers and application providers can enjoy some benefit.
Hence, we innovate by using a smooth but fast-decreasing
function as the per unit bandwidth price, with gradual
change rate at the beginning (the highest price) and around
the stable value (the lowest price). This is exactly the situa-
tion in the Logistic-like function [19], where we can model
the per unit bandwidth pricing function PiðxiÞ as:

PiðxiÞ ¼ Li þ Ci

1þAieBixi
; (1)

where Li > 0, Ai > 0, 0<Bi < 1, Ci > 0 are parameters
specified by iDaaS provider i. Note that by setting different
values for these parameters, different goals can be achieved
by the iDaaS providers. For example, iDaaS providers may
increase the value of the lowest price (Li) due to the rela-
tively high maintaining or operating cost for their private
WANs. iDaaS provider may also increase the value for both
Ai and Bi, or decrease the value for Ci to enable a bigger
discount for the application providers. So, based on such
pricing model, some other factors like the maintenance cost
could further be considered by configuring the correspond-
ing parameters.

Fig. 6 shows an illustrative example of a Logistic-like
pricing function. We can find that such PiðxiÞ can be con-
trolled to slowly decrease at the beginning, fast decrease in
the middle, and finally infinitely close to a stable value.
Clearly, the price PiðxiÞ is maintained between the lowest

price (Li) and the highest price (Li þ Ci
1þAi

). Such properties

imply that the more application providers buy the band-
width, the lower the per unit price, but not be free. In the
following, we formally define the bandwidth pricing strat-
egy and policy as follows:

Fig. 5. A system of two iDaaS providers and two application providers.
Fig. 6. Key mechanisms and benefits of the Logistic-like pricing.
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Definition 2. A bandwidth pricing strategy Pið�Þ relative to
provider i is a decreasing function PiðxiÞ of xi 2 ½0; vi�, which is
defined in Eq. (1). The collection of bandwidth pricing strategies
fPið�Þ : i ¼ 1; . . . ;Ng forms a bandwidth pricing policy.

Discussions. In addition to the bandwidth pricing and res-
ervation, we discuss a critical issue on how to access for this
new type of service (iDaaS). As we know, each datacenter
has a border router to connect the Internet Service Provider
to reach its clients, or connect to other datacenters [2]. Actu-
ally, these border routers are exactly similar to the Network
Access Points (NAPs) [20]. Moreover, some providers also
deploys metro-fiber to enable high access speed [21]. There-
fore, application providers can use either private metro-
fiber or the public Internet to access to those border routers,
and accordingly transfer their data on the private WANs.

3 INTERACTIONS BETWEEN IDAAS
PROVIDERS AND APPLICATION PROVIDERS:
A STACKELBERG GAME MODEL

In this section, we define the utility function for both iDaaS
providers and application providers. We then formulate the
interactions between iDaaS providers and application pro-
viders as a Stackelberg game and analyze the existence and
uniqueness of the equilibrium.

Based on the model described in Section 2, we consider
that both iDaaS providers and application providers are
selfish. Each iDaaS provider has the right to decide its band-
width price, so as to maximize its own utility in terms of its
own revenue. Each application provider, compete with
other application providers to decide only the payment
they are willing to make, with the aim of getting fully
served without making too much payment. Therefore, it is a
typical two-stage leader-follower game, which can be ana-
lyzed under the Stackelberg game framework [9]. Each
iDaaS provider, the leader of the game, optimizes its strat-
egy, based on the knowledge of the total bandwidth
demand of followers (application providers).

3.1 Utility Functions

The utility function of an iDaaS provider is defined to be the
sum of the revenue it collects from the application pro-
viders, and is calculated as follow

QiðxiÞ ¼ PiðxiÞ
X
j2M

xi;j: (2)

Since application provider competes with each other, the
utility change of one application provider is likely to cause
the utility changes of other application providers. For this
reason, let Ujðxi;j; xiÞ denote the utility of application pro-
vider j, where xi;j and xi are two arguments. In this paper,
we consider that a selfish application provider always
1) expects to get fully served in terms of its demand, and 2) tries
to reduce the bandwidth reservation price it has to pay. More pre-
cisely, we define the utility of application provider j to be
the negative value of the sum of its payment to each iDaaS
provider, Ujðxi;j; xiÞ ¼ �

P
i2N PiðxiÞxi;j: Note that each

application provider j 2 M has a strong desire of getting
the guaranteed bandwidth, i.e., its bandwidth demand

should be fully satisfied. Hence, each application provider
involves in solving the following utility maximization prob-
lem,

max
xi;j

Ujðxi;j; xiÞ s:t:
X
i2N

xi;j ¼ dj: (3)

In this way, each application provider’s requirement of 1)
and 2) can be met.

3.2 Maximizing iDaaS Providers’ Utilities

Each leader of the Stackelberg game, iDaaS provider, opti-
mizes its bandwidth pricing strategy in order to maximize
its revenues according to Eq. (2), being aware of the total
bandwidth demand of application providers. In this paper,
we consider a Nash bargaining game, which can be
described as follow. The total bandwidth demandD ¼P

j dj
can be viewed as the commodity, while N iDaaS providers
are players competing for the bandwidth demand. Each
player enters the game with an utility function, which is
described by Eq. (2). All the players cooperate in this game to
achieve a win-win solution, in which the products of utility
gains of all players aremaximized

max
xi

Y
i2N

QiðxiÞ s:t: xi � vi; 8i 2 N ; and
X
i2N

xi ¼ D: (4)

Note that the first constraint means that the total reserved
bandwidth on each iDaaS provider cannot exceed its band-
width capacity. The second constraint means that the total
reserved bandwidth should equal to the total demand of
application providers. Once Eq. (4) is solved, the bandwidth
price of each iDaaS provider can be computed, and thus can
be announced in the bandwidth market.

3.3 Competition among Application Providers

Given the price and amount of bandwidth that iDaaS pro-
viders are willing to share, each application provider will
seeks the optimal bandwidth reservation strategy to maxi-
mize its own utility. As indicated in Eq. (3), to maximize the
utility, each application provider actually seeks iDaaS pro-
viders with low bandwidth price to reserve as much band-
width as possible, as long as it does not exceed the bandwidth
demand. Therefore, multiple application providers are com-
peting for the bandwidth on iDaaS providers with low price.
This implies that the utility of one application provider is
likely to affect that of other. So, we are actually faced with a
noncooperative game [22] since application providers are self-
ish. In this paper, we are interested in the Nash bargaining
solution of the game. In other words, we seek an optimal
bandwidth reservation policy, such that no application pro-
vider can improve its own utility by unilaterally changing its
own reservation strategy. In the following, we formally define
such an optimal bandwidth reservation policy.

Definition 3. A bandwidth reservation policy xx� is the Nash
equilibrium if, for all j 2 M, the following conditions holds:

Ujðx�i;j; x�i Þ ¼ max
xi;j

Ujðxi;j; xi�jþxi;jÞ; (5)

where xi�j is the other application providers’ bandwidth reser-
vation strategies except the jth application provider.
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The following theorem shows that there is an unique NE
in the game between application providers in the following
theorem.

Theorem 1 (Existence and uniqueness). A unique Nash equi-
librium point exists, if Ai > 1; 8i and for all i 2 N and
j 2 M, the following equation is satisfied

1

Bi
2þ 4

AieBixi � 1

� �
< xi;j: (6)

Proof. Let Gjðxi;j; xiÞ be the first-order derivative of
Ujðxi;j; xiÞ with respect to xi;j. We can take the first order
derivative of Gjðxi;j; xiÞwith respect to xi;j as follow

@Gjðxi;j; xiÞ
@xi;j

¼ �xi;j
@2PiðxiÞ
@2xi;j

� 2
@PiðxiÞ
@xi;j

¼ AiBiCie
BixiðAie

Bixið2�Bixi;jÞ þ 2þBixi;jÞ
ð1þAieBixiÞ3 :

(7)

Based on the guidelines of [23], a Nash equilibrium exists
when Ujðxi;j; xiÞ is continuous in xi and concave in xi;j.
Obviously, Rjðxi;j; xiÞ is continuous in xi. We only need
to prove that Ujðxi;j; xiÞ is concave in xi;j. This means that
@Gjðxi;j;xiÞ

@xi;j
< 0. Since Ai;Bi; Ci are positive values and

Ai > 1. Then, to maintain the concavity of Ujðxi;j; xiÞ, the
following equation should be satisfied

Aie
Bixið2�Bixi;jÞ þ 2þBixi;jÞ < 0

¼)xi;j >
2Aie

Bixi þ 2

AiBieBixi �Bi
¼ 1

Bi
2þ 4

AieBixi � 1

� �
:

(8)

So, Ujðxi;j; xiÞ is concave in xi;j and the existence of the
Nash equilibrium is thus proved.

Having settled the question of existence of the NE, we
now establish the uniqueness of the NE. To this end, we
first need to understand the monotonicity of Gjðxi;j; xiÞ.
Clearly, Gjðxi;j; xiÞ is decreasing in xi;j since its second-
order derivative is less than 0, which has been proved
above. Similar to the proof of Gjðxi;j; xiÞ monotonicity in
xi;j, we find that Gjðxi;j; xiÞ is also decreasing in xi by
Eq. (6).

Now, let xx and x̂x be two NEs. By applying Kuhn-
Tracker conditions, we have

Gjðx̂i;j; x̂iÞ ¼ �j if x̂i;j > 0;
< �j if x̂i;j ¼ 0;

�
(9)

and

Gjðxi;j; xiÞ ¼ �̂j if xi;j > 0;

< �̂j if xi;j ¼ 0;

�
(10)

where �j and �̂j are the corresponding Lagrange multi-
pliers. Now we need to prove that xx ¼ x̂x, i.e., for every
i; j, xi;j ¼ x̂i;j.

To this end, we first prove that for each i and j, the fol-
lowing relations hold:

f�̂j � �j; x̂i � xig ) x̂i;j � xi;j; (11)

f�̂j � �j; x̂i � xig ) x̂i;j � xi;j: (12)

We only prove Eq. (11), since Eq. (12) is symmetric. Note
that Eq. (11) holds trivially if x̂i;j ¼ 0. Otherwise, we have
the following equation by applying that Gjðxi;j; xiÞ is
decreasing in both xi;j and xi,

Gjðx̂i;j; x̂iÞ ¼ �̂j � �j � Gjðxi;j; xiÞ � Gjðxi;j; x̂iÞ: (13)

Since Gjðxi;j; xiÞ is decreasing in xi;j, we have x̂i;j � xi:j.
For symmetric reason, we can also obtain x̂i;j�xi:j.

Now, we let N 1 ¼ fi : x̂i > xig and M1 ¼ fj : �̂j <
�jg, such that N 2 ¼ N �N 1 ¼ fi : x̂i � xig. Assume that

N 1 is nonempty. Recalling that
P

i x̂i;j ¼
P

i xi;j ¼ dj, it
follows by Eq. (12) that for each j inM1,

X
i2N 1

x̂i;j ¼ dj �
X
i2N 2

x̂i;j � dj �
X
i2N 2

xi;j ¼
X
i2N 1

xi;j: (14)

Note that Eq. (11) implies that x̂i;j � xi;j for each i 2 N 1

and j 62 M1. So, we can now get that

X
i2N 1

x̂i ¼
X
j2M

X
i2N 1

x̂i;j �
X
j2M

X
i2N 1

xi;j ¼
X
i2N 1

xi: (15)

This inequality significantly contradicts the definition of
N 1. This means that N 1 is an empty set. Similarly, it also
can be concluded that the set fi : x̂i < xig is empty. This
implies that

x̂i ¼ xi; for every i 2 N : (16)

We now show that �̂j ¼ �j for each application pro-
vider j. To achieve this gogal, Eq. (11) can be strength-
ened as follow

f�̂j > �j; x̂i ¼ xig implies that either

x̂i;j < xi;j; or x̂i;j ¼ xi;j ¼ 0:
(17)

Note that the implication is trivial if x̂i;j ¼ 0. If x̂i;j > 0, it
follows similarly to Eq. (13) that Gjðx̂i;j; x̂iÞ > Gjðxi;j; x̂iÞ.
Hence, x̂i;j < xi;j.

Suppose that �̂j > �j for some j 2M. SinceP
i2N x̂i;j ¼ dj > 0, then x̂i;j > 0 for at least one i and

Eq. (13) implies that
P

i2N xi;j >
P

i2N x̂i;j ¼ dj, which

contradicts the demand constraint for application pro-

vider j. Therefore, we conclude that �̂j > �j does not

hold for any application provider j. Similarly, �̂j <�j

cannot hold as well. Thus, �̂j ¼ �j for every application
provider j 2 M.

Combined with Eq. (16), we can conclude that
x̂i;j ¼ xi;j for each i, j, by Eq. (11) and Eq. (12). Hence, the
uniqueness of the NE is thus proved. tu

4 IMPLEMENTATION ALGORITHMS

In this section, we first present an efficient pricing algorithm,
and then present two bandwidth reservation algorithms.

4.1 Price Computation

As aforementioned, given the total bandwidth demand of
application providers, iDaaS providers are actually playing
a Nash Bargaining game where players (iDaaS providers)
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cooperate with each other to achieve a win-win solution,
such that each player gains the maximum utility. Note that
the problem in Eq. (4) is usually approximately solved by
numerical methods like gradient projection method [24].
Such methods, however, require numerous iterations and
are not practical to be implemented in real-world controller
hosted by agents or brokers. For this reason, we are moti-
vated to design an efficient and lightweight bandwidth pric-
ing algorithm based on the geometrical representation of
Nash bargaining games. Here, the concept of utility-dis-
tance product is introduced to unify iDaaS providers’ utili-
ties for a certain amount of demand. The computation
overhead of the algorithm is significantly reduced.

4.1.1 A Primer on the Geometrical Game

A geometrical Nash bargaining game can be described in
some low-dimensional space in the region of Euclidean
Geometry. For example, Fig. 7 shows a two-dimensional
spatial game, which represents a 2-player bargaining game.
Utilities of the two players for commodities 1 and 2 are
clearly denoted by the distance li;1 and li;2, where i 2 f1; 2g
represents the player. In this example, commodities are pre-
sented as points based on their spatial proximities, which
lie within the boundary enclosed by all players. The relative
distance of player i for commodity k is defined as a function
of the inverse of player i’s utility compared to the sum of
the inverse of all players’ utilities, i.e.,

li;k ¼ 1=Ri;kP
ið1=Ri;kÞ ; 8i; 8k; (18)

where Ri;k denotes player i’s utility for commodity k in the
geometrical game. We can find that the higher a player’s
utility for one commodity, the closer it is to the commodity.
The distance of each commodity to all players are normal-
ized, and they add up to a unitary value, i.e,,

P
i li;k ¼ 1; 8k.

As demonstrated in Fig. 7, player 1 prefers to commodity 1,
while player 2 prefers to commodity 2.

In the bargaining process, each player selects commodi-
ties based on their relative distances to him. Accordingly,
commodities with higher utility will be selected with a
higher priority. Usually, the utility-distance product is simi-
lar to the moment of force in a lever system. The utility-dis-
tance product of a player to a commodity is defined as

f i;k ¼ li;k � Ri;k: (19)

Fig. 8 shows an example of finding the pivot point in a 2-
player game. In this example, each player sorts all the com-
modities based on their distances to it. In a typical lever sys-
tem, weights are aligned along the lever, such that the
collective moment generated by weights on the left hand
side equals to that on the right hand side. Similar, in order
to achieve equilibrium in the geometrical game, the sum of

utility distance product should be equally partitioned
among all players. In Fig. 8, players 1 and 2 are lying at the
two end points of the lever, where the utility distance prod-
ucts of commodities are regarded as the force moments.

We can easily find that pivot point of the lever in this
example should be lying on point 4, where the collective
moment

P4
k¼1 f1;k ¼

P7
k¼4 f2;k. As a matter of fact, the pivot

point in the two-dimensional geometrical game is deter-
mined by balancing the moments between two players:

m ¼ 1

2

X
k2K

fi;k: (20)

After determining the pivot point, the bargaining solution is
to assign commodities lying on the left side to player 1, and
commodities lying on the right side to player 2.

4.1.2 Algorithm Design

Our problem in Eq. (4) cannot be directly solved by applying
such a geometrical game due to the following fact. The com-
modity in the Nash bargaining game between iDaaS pro-
viders is the total bandwidth demand issued by all the
application providers, which means that there is only one
commodity. Simply solving Eq. (4) by a geometrical game is
likely to result in a casewhere there is only one player gets the
commodity and accommodates all the bandwidth demand
from application providers. Clearly, this result gravely contra-
dicts a win-win Nash bargaining solution, since each iDaaS
provider can actually get a portion of the total demand.

To address this challenge, we apply the demand segmen-
tation method. We split the commodity into K sub-com-
modities, where K is a number of infinity. All the sub-
commodities constitute a set K ¼ f1; . . . ; Kg, where each
sub-commodity k occupies a portion of the total demand.
Here, we consider each sub-commodity has a same

demand, i.e., rk ¼ D
K ; 8k. Therefore, we now can solve

Eq. (4) by applying a multi-player geometrical game, which
is described as follow: N iDaaS providers are viewed as
players, who are competing for K sub-commodities. Since
players differ in their utilities for different sub-commodity,
player i’s utility for sub-commodity k is defined as follow:

QiðrkÞ ¼ P ðrkÞrk: (21)

Extending the definitions in the above 2-players game,
we get the distance and utility-distance product in our

Fig. 7. An illustrative example of 2-player geometrical game.

Fig. 8. Finding the pivot point in a 2-player game, which is similar to a
lever system.
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multi-player geometrical game. The distance between
player i and sub-commodity k is defined as follow

li;k ¼ 1=QiðrkÞP
ið1=QiðrkÞÞ ; 8i 2 N ; 8k 2 K: (22)

We can easy check that the sum distance of all the players to
each sub-commodity k is unitary 1, i.e.,

P
i2N li;k ¼ 1; 8k.

The utility-distance product of player i to commodity k is
defined as

f i;k ¼ li;k �QiðrkÞ; 8i 2 N ; 8k 2 K: (23)

In the ideal condition when all the players constitute a
multi-dimensional lever system and all sub-commodities lie
along the lever, the determination of the pivot location can
be based on balancing the utility-distance product with
respect to all players:

mi ¼
1

N

X
k2K

fi;k; 8i 2 N : (24)

Theorem 2 shows the amount of bandwidth demand issued
to each iDaaS provider in the multi-player geometrical
game.

Theorem 2. In the multi-player geometrical representation of our
Nash bargaining game, the amount of demand that each iDaaS
provider i gets should beminfvi; DNg.

Proof. Recall that we split the total bandwidth demand intoK
pieces, where K is a number of infinity. Therefore, when
determining the pivot location by equally dividing the
sum utility-distance product towards all players, the mean
utility-distance product relative to player i can actually be
obtained by finding its limit value associatedK

mi ¼
1

N
lim
K!1

XK
k¼1

fi;k ¼
1

N
lim
K!1

XK
k¼1

1PN
i¼1

1

rk Liþ Ci

1þAie
Birk

� �

¼ 1

N
lim
K!1

XK
k¼1

1PN
i¼1

1
D
KðLiþ Ci

1þAie
Bi

D
K

Þ
¼ 1

N

1PN
i¼1

1

DðLiþ Ci
1þAi

Þ
:

(25)

In the ideal condition, each iDaaS provider can actu-
ally get a portion of the total demand. This means that
each iDaaS provider can get some sub-commodities in K.
Let 0 < �hi < 1 denote the portion that iDaaS provider i
obtains from sub-commodities set K, such that the num-
ber of sub-commodities that occupied by iDaaS provider
i is �hiK. The cumulative utility-distance product on
iDaaS provider i’s side can be calculated as

lim
K!1

X�hiK
k¼1

fi;k ¼ lim
K!1

X�hiK
k¼1

1PN
i¼1

1
D
KðLiþ Ci

1þAie
Bi

D
K

Þ

¼ �hi
1PN

i¼1
1

DðLiþ Ci
1þAi

Þ
:

(26)

Since the cumulative utility-distance product of one
iDaaS provider is no larger than its mean utility-distance
product, such that by applying the Nash bargaining solu-
tion in the multi-player geometrical game, we have

�h i
1PN

i¼1
1

DðLiþ Ci
1þAi

Þ
¼ 1

N

1PN
i¼1

1

DðLiþ Ci
1þAi

Þ
¼) �hi ¼ 1

N
: (27)

Finally, by adding up all the demands that each iDaaS
provider occupies, we have

xi ¼ �hiKrk ¼ 1

N
K

D

K
¼ D

N
: (28)

Since the total demand received by an iDaaS provider
must be constrained by its bandwidth capacity vi. Hence,
xi should be the minimum value between the bandwidth

capacity vi and
D
N. Proved. tu

Based on the guideline of Theorem 2, we can now design
our bandwidth pricing algorithm which is simple and light-
weight. The key idea is that the total bandwidth demands
are allocated to iDaaS providers, based on their capacities
and the average demand. If an iDaaS provider’s capacity is
less than the average demand, those unallocated demand
should be equally allocated to other iDaaS providers. There-
fore, our bandwidth pricing algorithm starts with sorting all
the iDaaS providers in the increasing order of its capacity vi.
For each iDaaS provider i, the algorithm computes the
demand that can be allocated to it. Once the demand allocat-
ing process is accomplished for one iDaaS provider, the
average demand is updated. After the demand allocation is
finished for all iDaaS providers, the final step is to compute
the bandwidth price for each iDaaS provider, which is use-
ful for application provider’s bandwidth reservation. The
bandwidth pricing algorithm based on the geometrical bar-
gaining game is summarized in Algorithm 1.

Algorithm 1. Bandwidth Pricing Algorithm

Input:

Total bandwidth demand:D;

Bandwidth capacity: vi; 8i 2 N ;

parameters: Ai, Bi, Ci, Li, 8i 2 N ;
Output:

Price and reserved bandwidth fðP ðxiÞ; xiÞ : 8i 2 Ng
1: Sort all iDaaS providers in N in the increasing order of its

bandwidth capacity vi;
2: InitializeDleft ¼ D;Nleft ¼ N ;
3: for each iDaaS provider i 2 N do
4: mean Dleft

Nleft
;

5: xi  minfvi;meang;
6: Dleft  Dleft � xi;
7: Nleft  Nleft � 1;
8: Each iDaaS provider i computes its bandwidth price

according to Eq. (1);

We can easily check that Algorithm 1 follows the guide-
line of Theorem 2. This implies that our algorithm can
ensure a win-win solution for the Nash Bargaining game
among iDaaS providers, which shows the effectiveness of
our bandwidth pricing algorithm. Recall that our objective
is to design a lightweight bandwidth pricing algorithm,
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such that it can simply be implemented in the controller. We
find that the complexity of Algorithm 1 is only OðNÞ, where
N is the number of iDaaS providers. This immediately
shows the efficiency of our algorithm.

4.2 Bandwidth Reservation

Given the pre-computed bandwidth price and the amount
of bandwidth that each iDaaS providers are willing to share,
we can compute the bandwidth reservation strategy for
each application provider. As described above, each appli-
cation provider targets at maximizing its own utility while
has a strong desire of getting fully served. The utility of one
application provider can significantly affect that of others
and each application provider wishes to reserve more band-
width from iDaaS providers with low bandwidth price per
unit. Thus, the amount of bandwidth of each iDaaS pro-
viders should be carefully allocated. In this paper, we con-
sider two bandwidth reservation algorithms, the weighted
fairness and max-min fairness.

Algorithm 2.Weighted Fair Bandwidth Reservation

Input:

Bandwidth demand: dj; 8j 2 M;

The amount of bandwidth that each iDaaS provider are
willing to share: xi; 8i 2 M;

Output:

Bandwidth reservation variable: xi;j; 8i 2 N ; 8j 2 M;
1: for each i 2 N do
2: for each j 2 M do
3: xi;j  djP

j
dj
� xi;

4: return xi;j; 8i 2 N ; 8j 2 M;

The first bandwidth reservation algorithm is based on the
idea of weighted fair bandwidth reservation, which is
shown in Algorithm 2. The insight behind this algorithm is
that each application provider reserves bandwidth from
each iDaaS provider based on its relevant weight. The
weight of application provider j is defined to be its demand

compared to all application providers, i.e.,
djP
j
dj
, such that

the sum weight is unitary 1. The rationale for weight is that
the more an application provider demands, the more band-
width it can reserve, and finally achieve the weighted fair-
ness among application providers.

The second algorithm follows the max-min fair manner
in reserving each iDaaS provider’s bandwidth, which is
summarized in Algorithm 3, with the computed band-
width price and the amount of bandwidth that each iDaaS
provider is willing to share. Algorithm 3 starts with sort-
ing all of the iDaaS providers in the increasing order of
its bandwidth price (Step 1), and then sorting all of the
application providers in the increasing order of its band-
width demand (Step 2). In Step 4-13, each application pro-
vider reserves minfdj; xi

Mleft
g amount of bandwidth from

each iDaaS provider until its bandwidth demand is fully
satisfied. Once an application provider has finished its
bandwidth reservation process, then the application pro-
vider should be removed, and thus the average band-
width on each iDaaS provider that each application
provider can reserved will be updated. We can easily

check that each iDaaS provider’s bandwidth is actually
reserved in the max-min fair manner. That is, if the unsat-
isfied bandwidth demand of an application provider is
less than the average bandwidth on an iDaaS provider,
then the unreserved bandwidth of that iDaaS provider
will be fairly reserved by other application providers.

Algorithm 3.Max-Min Fair Bandwidth Reservation

Input:

Bandwidth demand: dj; 8j 2M;

Pre-computed parameters: xi; PiðxiÞ; 8i 2M;
Output:

Bandwidth reservation variable: xi;j; 8i 2 N ; 8j 2 M;
1: Sort all iDaaS providers in N in the increasing order of the

bandwidth price PiðxiÞ;
2: Sort all application providers inM in the increasing order

of the bandwidth demand dj;

3: InitializeMleft ¼M;
4: for each j 2 M do
5: for each i 2 N do
6: if dj � 0 then
7: Mleft  Mleft � 1;
8: Break;
9: xi;j  minfdj; xi

Mleft
g;

10: dj  dj � xi;j;
11: xi  xi � xi;j;
12: return xi;j; 8i 2 N ; 8j 2 M;

The max-min fair and the weighted fair bandwidth reser-
vation algorithms are complementary. On the one hand, the
max-min fair algorithm can guarantee more application
providers to get fully served with respect to the correspond-
ing bandwidth demand, compared to the weighted fair
algorithm. In addition, application providers will pay less
for the reserved bandwidth, if the max-min fair algorithm is
applied. The main reason is that max-min fair algorithm
reserves bandwidth in the increasing order of the associated
bandwidth price. On the other hand, the weighted fair algo-
rithm can reduce the variance of the payment among the
application providers. This is because that each application
provider actually reserves some bandwidth on each iDaaS
provider.

5 PERFORMANCE EVALUATION

In this section, we use real-world traces to realistically eval-
uate the performance of our proposed algorithms.

5.1 Experiments Settings

In our experiment settings, there are 100 (N ¼ 100) iDaaS
providers. Each iDaaS provider hosts an amount of band-
width, and sells them to potential application providers,
according to its own bandwidth pricing strategy. In our
experiments, we use unit to measure the bandwidth capac-
ity of each iDaaS provider. We consider two scenarios (S1

and S2) where the bandwidth capacity vi for each iDaaS pro-

viders are set as a random value within ½107; 2	 107� units
and ½106; 2	 106� units, respectively. Note that such unit
can be 1 kbps in a commonly WAN bandwidth setting
(½1; 10�Gbps)[3], and can even become 10 
 100 kbps when
iDaaS providers develop into a representative ISP that has
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100Gbps amount of bandwidth [25]. Moreover, the total
bandwidth of all iDaaS providers can accommodate the
total bandwidth demand of application providers in sce-
nario S1, but not in scenario S2. Without loss of generality,
the minimum bandwidth price per unit Li and the maxi-
mum per unit price associated parameter Ci are set to 0.01
and 1 for all iDaaS providers, respectively. Based on the
guideline of Theorem 1 and in order to make the difference
between iDaaS providers’ price more clear, parameters Ai

and Bi for all i 2 N are set to be uniformly random within

½1; 100� and ½10�7; 2	 10�7�, respectively.
Datasets. Our experiments are conducted on Yahoo! net-

work flow datasets [11]. These datasets, collected from
Yahoo! border routers every 15-minute during one day, con-
tain not only traffic between Yahoo! servers and client, but
also contain traffic across different Yahoo! datacenters. In
our experiments, we extract the traffic between different
datacenters from seven frequently used D2D ports, which
are described in [2]. The extracted inter-datacenter traffic is
used to represent the wide area traffic. Although the wide
area traffic we extracted actually is issued by only one appli-
cation provider (Yahoo!), we believe that they can faithfully
reflect the traffic demand distribution, and it is appropriate
to use them for the purpose of benchmarking the perfor-
mance of our algorithms. Each flow in the extracted traces is
assumed to be issued by one application provider, and the
bytes to be transferred are considered to be the bandwidth
demand for that application provider. For example, if a
flow needs to transfer 50 bytes from its source to destina-
tion, then we consider that the corresponding application
provider demands 50 units of bandwidth.

5.2 Evaluation Results and Analysis

For the following experiments, we consider two scenarios
S1, S2, the bandwidth capacity vi for each iDaaS provider is

set to be uniformly random within range ½107; 2	 107� and
½106; 2	 106�, respectively.

5.2.1 Reserved Bandwidth on iDaaS Providers

Fig. 9 first shows the reserved bandwidth on iDaaS pro-
viders for a 96-interval period of time. Fig. 9a plots the
reserved bandwidth in both scenario S1 and S2 on average.
Clearly, the average reserved bandwidth on iDaaS pro-
viders closely follows the change of the total demand in sce-
nario S1, while it maintains at a stable value in S2. This is

because that the sum bandwidth capacity of all iDaaS pro-
viders can accommodate the total bandwidth demand in
each time interval for scenario S1, while it cannot in S2.

The most important performance metric in the Nash bar-

gaining game among the iDaaS providers is fairness. As a

quantitative evaluation, we use the Jain’s fairness index

[26], which is defined as F ¼ ð
PN

i¼1 xiÞ
2

N�
PN

i¼1 x
2
i

. Fig. 9b shows the

fairness index of the reserved bandwidth in the two scenar-

ios S1 and S2. In comparison, S1 is able to maintain a higher

level of fairness in terms of the reserved bandwidth. Its fair-

ness index can be up to 1 during the extremely low band-

width demand period (interval 60-80). The root cause is that

each iDaaS provider’s bandwidth is totally reserved in each

interval for scenario S2, while it is not for S1.
To precisely understand the reserved bandwidth, we also

plot the reserved bandwidth on each iDaaS provider under
two sampled intervals 13 and 70 in Fig. 9c. Interval 13 corre-
sponds to a high demand interval, while interval 70 corre-
sponds to a low demand interval. We can easily find that
the reserved bandwidth on each iDaaS provider does not
exceed its capacity for each sampled interval. In the scenario
S1, most iDaaS provider’s bandwidth are totally reserved
except some ones with high capacity at interval 13. Each
iDaaS provider, however, maintains an equal amount of
bandwidth that is reserved at interval 70. In the scenario S2,
each iDaaS provider’s bandwidth is fully reserved at both
sampled intervals. These results exactly verify the key idea
of our algorithm 1. That is, the amount of bandwidth
demand that each iDaaS provider gets should be the mini-
mum value between the capacity and the mean demand,

i.e.,minfvi; DNg. We further plot the CDF of bandwidth usage

across all iDaaS providers and all time intervals in Fig. 9d.
We observe that across all time intervals, the bandwidth
usage of all iDaaS providers is higher than 46 percent in sce-
nario S1, while the bandwidth of each iDaaS providers is
fully utilized in scenario S2.

5.2.2 Bandwidth Price per Unit of iDaaS Providers

Fig. 10 describes the bandwidth price per unit of iDaaS pro-
viders in a 96-interval period of time under both scenarios
S1 and S2. Fig. 10a first plots the average bandwidth price
per unit across all iDaaS providers. It is clear that the aver-
age bandwidth price per unit in scenario S1 is lower than
that in S2, and is completely opposite to the total bandwidth

Fig. 9. Reserved bandwidth on iDaaS providers for a 96-interval period of time, in terms of (a) average reserved bandwidth, (b) fairness index associ-
ated with the reserved bandwidth xi, (c) the reserved bandwidth of each iDaaS provider at sampled intervals 13 and 70, (d) CDF of bandwidth usage
across all iDaaS providers and all time intervals.
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demand. This implies that the more bandwidth demand,
the lower the bandwidth price per unit. Note that the aver-
age bandwidth price per unit in S2 is always maintained at
a stable value. This is because that each iDaaS provider’s
bandwidth in scenario S2 is fully reserved in all intervals.

To understand the difference of iDaaS providers’ pri-
ces, we also plot the standard deviation of the bandwidth
price per unit across all iDaaS providers in Fig. 10b. We
observe that the standard deviation in S2 is always higher
than that in S1. The main reason is that the reserved band-
width on each iDaaS provider in S2 is exactly its band-
width capacity, while iDaaS providers usually differ in
their bandwidth capacity. Recall that the lower bandwidth
demand, the higher level of fairness in terms of the
reserved bandwidth on iDaaS providers. Combined differ-
ent parameters settings of iDaaS providers, Li; Ai; Bi; Ci,
we can infer that the standard deviation of bandwidth
price per unit in scenario S1 is completely opposite to the
total demand.

We also plot bandwidth price per unit for each iDaaS
provider for both scenario S1 and S2 under two sampled
intervals 13 and 70, as shown in Fig. 10c. Due to the limited
bandwidth capacity in S2, the bandwidth price per unit at
interval 13 is identical with that at interval 70 in scenario S2.
We further observe the per unit bandwidth of most iDaaS
providers in S2 is higher than that in S1. Moreover, in sce-
nario S1, most iDaaS providers maintain a lower bandwidth
price per unit at interval 13 than that at interval 70. This fur-
ther indicates that the more bandwidth one buys, the lower
the bandwidth price per unit. We further plot the CDF of
bandwidth price per unit across all iDaaS providers and all
time intervals in Fig. 10d. We find that the bandwidth price

in scenario S2 is higher than that in scenario S1 because that
the blue curve (S2) is lower than the red curve (S1). The root
cause is that the total bandwidth capacity in scenario S1 is
higher than that in scenario S2, and thus the reserved band-
width of each iDaaS provider in scenario S1 can be relatively
lower than that in scenario S2.

5.2.3 Revenue of iDaaS Providers

Since each iDaaS provider seeks to maximize its own reve-
nue, we plot the revenue of iDaaS providers across a 96-
interval period of time in Fig. 11. We first show the average
revenue across all iDaaS providers in Fig. 11a. Clearly, the
average revenue in S1 is always higher than that in S2, and
closely follows the total bandwidth demand.

Fig. 11b plots the standard deviation of the revenue
across all iDaaS providers. We observe that S2 always main-
tains a lower standard deviation of the revenue than S1.
This may be the case that a lower reserved bandwidth indi-
cates a higher bandwidth price per unit on each iDaaS pro-
vider, and the product of these two values finally reduces
the variance of the revenue. We further observe that the
standard deviation of revenue at lower demand intervals is
higher than that at higher demand intervals in scenario S1.

In order to comprehensively understand iDaaS prov-
iders’ revenues, we also plot the revenue of each iDaaS pro-
vider under the two sampled interval 13 and 70 for both
scenario S1 and S2, as shown in Fig. 11c. Compared to S2, S1

achieves a higher revenue for most iDaaS providers. In
addition, most iDaaS providers get a higher revenue at
interval 13 than that at interval 70. This result means that
the higher bandwidth demand application providers issue,
the higher revenue the iDaaS providers gain. We further

Fig. 10. Bandwidth price per unit of iDaaS providers for a 96-interval period of time, in terms of (a) average bandwidth price per unit, (b) standard
deviation of the bandwidth price per unit across all iDaaS providers, (c) the bandwidth price per unit of each iDaaS provider at sampled intervals 13
and 70, (d) CDF of the bandwidth price per unit across all iDaaS providers and all time intervals.

Fig. 11. Revenue of iDaaS providers for a 96-interval period of time, in terms of (a) average revenue, (b) standard deviation of the revenue across all
iDaaS providers, (c) the revenue each iDaaS provider at sampled intervals 13 and 70.
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plot the CDF of the revenue across all iDaaS providers and
time intervals in Fig. 11d. It is clear that iDaaS providers in
scenario S1 achieves higher revenue than that in scenario
S2. More precisely, all iDaaS providers’ revenue is less than
240;000 in scenario S2, while only 81.27 percent of iDaaS
providers get an amount of revenue that is less than 240;000.

5.2.4 Bandwidth Reservation of Application Providers

Fig. 12 first plots application providers’ bandwidth reserva-
tion in a 96-interval period of time, where the number of
application providers with bandwidth demand being fully
satisfied, is shown in Fig. 12a. We can easily find that both
the weighted fair and max-min fair reservation algorithms
can satisfy all application providers’ demands in scenario
S1, but not in scenario S2. This is because that the amount of
all bandwidth is lower than the total demand of application
providers in scenario S2. We further observe that the max-
min fair can satisfy more demand than the weighted fair.
This is because that each iDaaS provider’s bandwidth is
reserved by application providers based on the weight

djP
j
dj
. In this way, such that the amount of reserved band-

width by each application provider can be lower than its
demand when the sum offered bandwidth by all iDaaS pro-
viders is less than the total demand of all application
providers.

To study the fairness in the bandwidth reservation pro-
cess for application providers, we also plot the fairness
index of bandwidth reservation of application providers in

Fig. 12b. Similar to the fairness index described above in

Section 5.2, let F ¼ ð
PM

j¼1 xjÞ
2

M�
PM

j¼1 x
2
j

denote the fairness index

associated with application provider’s bandwidth reserva-

tion. We can find that both the weighted fair and max-min

fair in S1 exhibit the same fairness index. The root cause is

that both of them fully satisfy the bandwidth demand of all

application providers. We also find that the weighted fair in
scenario S2 completely achieves the same fairness as the

weighted fair and max-min fair in S1. This is because that

the same ratio of the amount of reserved bandwidth to the

demand is maintained for each application provider in

the weighted fair manner in scenario S2. In comparison, the

max-min fair in scenario S2 always achieves a higher fair-

ness index than the above three.
We further plot the CDF of bandwidth reservation under

the sampled two intervals 13 and 70 in Figs. 12c and 12d,
respectively. Clearly, both weighted fair and max-min fair
in scenario S1 achieve an identical CDF curve at both inter-
vals 13 and 70. We further observe that reservation algo-
rithms in scenario S2 at both intervals 13 and 70 achieve
higher CDF curves than that in scenario S1. This result again
implies that the number of application providers with band-
width demand being fully satisfied, is more in scenario S1.
In addition, since the max-min fair achieves higher fairness
index than the weighted fair, the max-min fair maintains a
higher CDF curve than the weighted fair in scenario S2

under both interval 13 and interval 70.

5.2.5 Payment of Application Providers

Another essential performance metric of each application
provider is the payment. Fig. 13 reports the payment of
application providers in a 96-interval period of time, where
Fig. 13a first plots the average payment across all applica-
tion providers in each time interval. It is clear that

Fig. 12. Bandwidth reservation of application providers for a 96-interval period of time with (a) the number of demand being fully satisfied application
providers, (b) Fairness index of bandwidth reservation across all application providers, and CDF of bandwidth reservation for application providers at
interval 13(c) and interval 70(d).

Fig. 13. Bandwidth reservation of application providers for a 96-interval period of time with (a) average payment, (b) Standard deviation of payment
across all application providers, and CDF of application provider’s payments at interval 13 (c) and interval 70 (d).
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bandwidth reservation algorithms in scenario S1 always
achieve higher payment than that in S2. The root cause is
that application providers in S1 gets more bandwidth than
that in S2. We can further observe that the max-min fair
maintains a lower payment than the weighted fair in both
scenario S1 and S2. The behind reason is that max-min fair
algorithm reserves bandwidth from iDaaS providers in the
increasing order of the relative bandwidth price per unit.

To understand the difference of payments among applica-
tion provider, we plot the standard deviation of application
providers’ payments in Fig. 13b. Clearly, the standard devia-
tion of payment in scenario S2 is always lower than that in
scenario S1. Additionally, the max-min fair reservation algo-
rithm achieves a higher standard deviation of payment in S1,
while it is opposite in scenario S2. The root cause is that an
equal ratio of the amount of reserved bandwidth to the
demand is maintained by the weighted fair in S2, while
application providers differ in the bandwidth demand.

Finally, we plot the CDF of the payment under two sam-
pled intervals 13 and 70 to study the distribution of applica-
tion provider’s payments, as shown in Figs. 13c and 13d,
respectively. Clearly, both the max-min fair and weighted
fair in scenario S2 achieve higher CDF curve than that in S1,
irrespective of interval 13 or 70. In addition, the weighted
fair achieves a little higher CDF curve than the max-min fair
in S2. The max-min fair maintains a little higher CDF curve
of payment than the weighted fair in scenario S1 under both
interval 13 and 70. These results are mainly caused by that
max-min fair starts with reserving iDaaS provider’s band-
width in the increasing order of the bandwidth price per
unit, which is different to the weighted fair.

5.3 The Impact of the Number of iDaaS Providers

In order to study the performance of proposed algorithms in
small-scale settings, we let the bandwidth demand of appli-
cation providers remain the same, and change the number
of iDaaS providers. More concretely, we use the demand of
application providers on two sampled time intervals (13
and 70). Similarly, the bandwidth capacity of each iDaaS
provider is set to be uniformly random within range

½107; 2	 107�. Fig. 14a first shows the average bandwidth
price per unit at two sampled time intervals 13 and 70, with
varying the number of iDaaS providers. We observe that the
average bandwidth price per unit approximately increases
as the number of iDaaS providers. This is because that given
the same demand issued by application providers, the more
the number of iDaaS providers, the lower the workload of

each iDaaS provider. We further observe that the average
bandwidth price per unit in interval 13 is lower than that in
interval 13 when the number of iDaaS providers increases
to 60. The root cause is that the total demand at time interval
13 is higher than that at interval 70. Fig. 14b further plots
the average payment of application providers for both
weighted fair and max-min fair algorithms at two sampled
time intervals (13 and 70), with varying the number of iDaaS
providers. Clearly, the average payment increases as the
number of iDaaS providers. Moreover, the max-min fair
algorithm always maintains a lower average payment than
the weighted fair algorithm.

6 RELATED WORK

In this section, we will present related work in cloud band-
width reservation and bandwidth price, as these are most
closely related to our work in this paper. Recently, there are
many researches on reserving cloud bandwidth, whichmakes
offering bandwidth guarantees to application provider’s wide
area traffic become technically feasible. Toprovide bandwidth
guarantee for such traffic, both intra-datacenter bandwidth
and theWAN bandwidth should be reserved. Actually, many
proposals have been proposed on datacenter engineering to
offer bandwidth guarantees for VM-pairs [27], [28], [29], [30],
flows [31], or applications [32]. Moreover, advances on inter-
datacenter network also make the bandwidth reservation fea-
sible, i.e., Google B4 [4], which can open a tunnel with guaran-
teed WAN bandwidth for each flow. These proposals have
made private WANs more attractive to application providers
that have large amount of wide area traffic.

Currently, wide area traffic is mainly priced based on a
usage-based pricing policy [7], which is however unable to
price the bandwidth guarantees. Niu etal. focus on pricing
cloud bandwidth reservations such that the social welfare is
maximized, even with the presence of demand uncertainty
[33]. Their another work [34] further proposes a theory of
pricing cloud bandwidth for video-on-demand providers
who move their video streaming services to cloud. Our
work in this paper differs markedly from these works above
since they mainly concentrate on the intra-datacenter band-
width. Our focus is to price the bandwidth guarantees in
the new type of service—inter-datacenter network as a ser-
vice, where application providers make wide area transit
bandwidth reservations from iDaaS providers to support
their wide area traffic.

7 CONCLUSION

Motivated by the enormous and fast growing wide area traf-
fic in large-scale Internet applications, we propose a new
type of service—inter-datacenter network as a service, for
Internet giants like Google and Facebook. Such service pro-
viders host large-scale private WANs between their geo-
graphically distributed datacenters. We demonstrate the
feasibility and reveal the potential benefits of such kind of
new service. Specifically, we design a bandwidth trading
market for multiple iDaaS providers and application pro-
viders. Here, application providers reserve guaranteed from
iDaaS providers to support their wide area traffic. We focus
on the essential bandwidth pricing problem. Furthermore,
we introduce a two-stage Stackelberg game to model the

Fig. 14. The impact of the number of iDaaS providers on the perfor-
mance of proposed algorithms, with respect to (a) the average band-
width price per unit and (b) the average payment.
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interaction between iDaaS providers and application pro-
viders. Those iDaaS providers play a Nash bargaining game
while application providers play a non-cooperative game.
We prove the existence and uniqueness of the Nash equilib-
rium for the application provider’s game. We further make
efforts to compute the bandwidth price by blending the
advantage of a geometric Nash bargaining solution and
demand segmentation method. Based on the pre-computed
price, we propose two bandwidth reservation algorithms.
Finally, we conduct trace-driven experiments to evaluate the
proposed algorithms. The evaluation results demonstrate
that our algorithms are capable of benefiting both iDaaS pro-
viders and application providers.

ACKNOWLEDGMENTS

This work is supported by the National Key Research and
Development Program of China No. 2016YFB1000205, the
State Key Program of National Natural Science of China
(Grant No. 61432002), the National Science Foundation for
Distinguished Young Scholars of China (Grant No. 61225010),
NSFC Grant Nos. 61772112, 61672379, 61272417 and
61370199; Specialized Research Fund for the Doctoral Pro-
gram of Higher Education (Grant No. 20130041110019), and
the Fundamental Research Funds for the Central Universities
(Grant. DUT15QY20); the National Natural Science Founda-
tion for Outstanding Excellent young scholars of China under
Grant No.61422214, and National Basic Research Program
(973 program) under Grant No.2014CB347800. We would
also like to thank Yingwei Jin for providing experimental
environment for this paper.

REFERENCES

[1] V. K. Adhikari, Y. Guo, F. Hao, M. Varvello, V. Hilt, M. Steiner,
and Z.-L. Zhang, “Unreeling netflix: Understanding and improv-
ing multi-CDN movie delivery,” in Proc. IEEE INFOCOM, 2012,
pp. 1620–1628.

[2] Y. Chen, S. Jain, V. K. Adhikari, Z.-L. Zhang, and K. Xu, “A
first look at Inter-data center traffic characteristics via yahoo!
datasets,” in Proc. IEEE INFOCOM, Shanghai, China, 2011,
pp. 1620–1628.

[3] (2011). Forrester research [Online]. Available: http://info.infineta.
com/1/5622/2011-01-27/Y26

[4] S. Jain, A. Kumar, S. Mandal, J. Ong, L. Poutievski, A. Singh, S.
Venkata, J. Wanderer, J. Zhou, M. Zhu et al., “B4: Experience with
a globally-deployed software defined wan,” in Proc. ACM
SIGCOMM Conf., Hong Kong, 2013, pp. 3–14.

[5] J. Roberts, “The cloud is the future Internet: How can we engineer a
cloud,” inProc. IEEE INFOCOMKeynote. [Online].Available: http://
infocom.di.unimi.it/images/stories/infocom/keynote-jroberts.pdf,
2013.

[6] P. Gill, M. F. Arlitt, Z. Li, and A. Mahanti, “The flattening internet
topology: Natural evolution, unsightly barnacles or contrived
collapse?” in Proc. 9th Int. Conf. Passive Active Netw. Meas., Cleve-
land, OH, USA, 2008, pp. 1–10.

[7] M. Armbrust, A. Fox, R. Griffith, A. D. Joseph, R. Katz, A. Kon-
winski, G. Lee, D. Patterson, A. Rabkin, I. Stoica et al., “A view of
cloud computing,” Commun. ACM, vol. 53, no. 4, pp. 50–58, 2010.

[8] E. Altman, T. Basar, T. Jim�enez, and N. Shimkin, “Competitive
routing in networks with polynomial costs,” IEEE Trans. Autom.
Control, vol. 47, no. 1, pp. 92–96, Jan. 2002.

[9] D. Fudenberg and J. Tirole, Game Theory. Cambridge, MA, USA:
MIT Press, 1991.

[10] Y. Feng, B. Li, and B. Li, “Bargaining towards maximized resource
utilization in video streaming datacenters,” in Proc. IEEE INFO-
COM, 2012, pp. 1134–1142.

[11] (2007). Yahoo! research webscope program [Online]. Available:
http://labs.yahoo.com/organization/academic-relations

[12] K. P. Gummadi, H. V. Madhyastha, S. D. Gribble, H. M. Levy, and
D. Wetherall, “Improving the reliability of internet paths with
One-hop source routing,” in Proc. USENIX 6th Conf. Symp. Operat-
ing Syst. Des. Implementation, San Francisco, CA, USA, 2004.

[13] S. Sundaresan, W. d. Donato, N. Feamster, R. Teixeira, S.
Crawford, and A. Pescap�e, “Broadband internet performance: A
view from the gateway,” in Proc. ACM SIGCOMM Conf., Toronto,
ON, Canada, 2011, pp. 134–145.

[14] T. Benson, A. Akella, and D. A. Maltz, “Network traffic character-
istics of data centers in the wild,” in Proc. 10th ACM SIGCOMM
Conf. Internet Meas., Melbourne, Vic., Australia, 2010, pp. 267–280.

[15] Z. Zhou, F. Liu, Y. Xu, R. Zou, H. Xu, J. C. S. Lui, and H. Jin,
“Carbon-aware load balancing for geo-distributed cloud serv-
ices,” in Proc. IEEE 21st Int. Symp. Model., Anal., Simul. Comput.
Telecommun. Syst., San Francisco, CA, USA, 2013, pp. 232–241.

[16] Z. Zhou, F. Liu, Z. Li, and H. Jin, “When smart grid meets geo-
distributed cloud: An auction approach to datacenter demand
response,” in Proc. IEEE INFOCOM, Kowloon, Hong Kong, 2015,
pp. 2650–2658.

[17] (2015). Zimory cloud computing [Online]. Available: http://
www.zimory.com/

[18] V. Valancius, C. Lumezanu, N. Feamster, R. Johari, and V. V.
Vazirani, “How many tiers? pricing in the internet transit mar-
ket,” in Proc. ACM SIGCOMM Conf., Toronto, ON, Canada, 2011,
pp. 194–205.

[19] W. B. Norton. (2010). Drpeering.net [Online]. Available: http://
drpeering.net

[20] S. Shakkottai and R. Srikant,, “Economics of network pricing with
multiple ISPs,” in Proc. IEEE INFOCOM, Miami, FL, USA, 2005,
pp. 184–194.

[21] (2012). Google fiber [Online]. Available: https://fiber.google.com/
[22] T. Basar and G. J. Olsder, Dynamic Noncooperative Game Theory.

SIAM Series in Classics in Applied Mathematics. Philadelphia,
PA USA: SIAM, 1999.

[23] J. Rosen, “Existence and uniqueness of equilibrium points for con-
caveN-person games,” Econometrica, vol. 33, no. 3, pp. 520–534, 1965.

[24] J. Guo, F. Liu, D. Zeng, J. Lui, and H. Jin, “A cooperative game
based allocation for sharing data center networks,” in Proc. IEEE
INFOCOM, Turin, Italy, 2013, pp. 2139–2147.

[25] L. Chiaraviglio, M. Mellia, and N. Fabio, “Minimizing ISP net-
work energy cost: Formulation and solutions,” IEEE/ACM Trans.
Netw., vol. 20, no. 2, pp. 463–476, Arp. 2012.

[26] R. Jain, D.-M. Chiu, and W. R. Hawe, A Quantitative Measure of
Fairness and Discrimination for Resource Allocation in Shared Com-
puter System. Hudson, MA, USA: Eastern Res. Laboratory, Digital
Equipment Corporation, 1984.

[27] L. Popa, G. Kumar, M. Chowdhury, A. Krishnamurthy, S.
Ratnasamy, and I. Stoica, “FairCloud: Sharing the network in cloud
computing,” in Proc. ACM SIGCOMM Conf. Appl., Technol., Archit.,
Protocols Comput. Commun., Helsinki, Finland, 2012, pp. 187–198.

[28] J. Guo, F. Liu, X. Huang, J. C. S. Lui, M. Hu, Q. Gao, and H. Jin,
“On efficient bandwidth allocation for traffic variability in data-
centers,” in Proc. IEEE INFOCOM, Toronto, ON, Canada, 2014,
pp. 1572–1580.

[29] J. Guo, F. Liu, H. Tang, Y. Lian, H. Jin, and J. C. S. Lui, “Falloc: Fair
network bandwidth allocation in IaaS datacenters via a bargaining
game approach,” in Proc. IEEE Int. Conf. Netw. Protocol, G€ottingen,
Germany, 2013, pp. 1–10.

[30] J. Guo, F. Liu, J. C. S. Lui, andH. Jin, “Fair network bandwidth allo-
cation in IaaS datacenters via a bargaining game approach,” IEEE
Trans. Netw., 2015, Doi: 10.1109/TNET.2015.2389270, in press.

[31] A. Shieh, S. Kandula, A. Greenberg, C. Kim, and B. Saha, “Sharing
the data center network,” in Proc. USENIX Conf. Netw. Syst. Des.
Implementation, Boston, America, 2011, pp. 309–322.

[32] L. Chen, Y. Feng, B. Li, and B. Li, “Towards performance-centric
fairness in datacenter networks,” in Proc. IEEE INFOCOM,
Toronto, ON, Canada, 2014, pp. 1599–1607.

[33] D. Niu, C. Feng, and B. Li, “Pricing cloud bandwidth reservations
under demand uncertainty,” in Proc. 12th ACM SIGMETRICS/
PERFORMANCE Joint Int. Conf. Meas. Model. Comput. Syst.,
London, England, 2012, pp. 151–162.

[34] D. Niu, C. Feng, and B. Li, “A theory of cloud bandwidth pricing
for video-on-demand providers,” in Proc. IEEE INFOCOM,
Orlando, FL, USA, 2012, pp. 711–719.

[35] X. Dong, Z. Guo, X. Zhou, H. Qi, and K. Li, “AJSR: An efficient
multiple jumps forwarding scheme in software-defined WAN,”
IEEE Access, vol. 5, pp. 3139–3148, 2017.

1528 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 29, NO. 7, JULY 2018

http://info.infineta.com/1/5622/2011-01-27/Y26
http://info.infineta.com/1/5622/2011-01-27/Y26
http://labs.yahoo.com/organization/academic-relations
http://www.zimory.com/
http://www.zimory.com/
http://drpeering.net
http://drpeering.net
https://fiber.google.com/


Wenxin Li received the BE degree from the
School of Computer Science and Technology,
Dalian University of Technology, China, in 2012.
He is currently working toward the PhD degree in
the School of Computer Science and Technology,
Dalian University of Technology, China. His
research interests include datacenter networks
and cloud computing.

Deke Guo received the BS degree in industry
engineering from Beijing University of Aeronautic
and Astronautic, Beijing, China, in 2001, and the
PhD degree in management science and engi-
neering from the National University of Defense
Technology, Changsha, China, in 2008. He is an
associate professor with the College of Informa-
tion System and Management, National Univer-
sity of Defense Technology, Changsha, China.
His research interests include distributed sys-
tems, software-defined networking, data center
networking, wireless and mobile systems, and
interconnection networks.

Keqiu Li received the bachelor’s and master’s
degrees from the Department of Applied Mathe-
matics, Dalian University of Technology in 1994
and 1997, respectively. He received the PhD
degree from the Graduate School of Information
Science, Japan Advanced Institute of Science
and Technology in 2005. He also has two-year
postdoctoral experience in the University of
Tokyo, Japan. He is currently a professor in the
School of Computer Science and Technology,
Dalian University of Technology, China. He has

published more than 100 technical papers, such as IEEE TPDS, ACM
TOIT, and ACM TOMCCAP. His research interests include internet tech-
nology, data center networks, cloud computing, and wireless networks.
He is an associate editor of IEEE TPDS and IEEE TC. He is a senior
member of the IEEE.

Heng Qi received the bachelor’s degree from
Hunan University in 2004 and the master’s
degree from Dalian University of Technology in
2006. He was a lecture at the School of Computer
Science and Technology, Dalian University of
Technology, China. He received the doctorate
degree from Dalian University of Technology in
2012. He served as a software engineer in
GlobalLogic-3CIS from 2006 to 2008. His
research interests include computer network,
multimedia computing, and mobile cloud comput-

ing. He has published more than 20 technical papers in international
journals and conferences, including ACM Transactions on Multimedia
Computing, Communications and Applications (ACM TOMCCAP) and
Pattern Recognition (PR).

Jianhui Zhang received the BE degree from the
School of Computer Science and Technology,
Harbin Engineering University, Harbin, China, in
2009. He is currently working toward the PhD
degree in the School of Computer Science and
Technology, Dalian University of Technology,
Dalian, China. His research interests include
datacenter networks, network protocols, and
cloud computing.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.

LI ETAL.: IDAAS: INTER-DATACENTER NETWORK AS A SERVICE 1529



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


