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Abstract—Distributed machine learning (DML) is an increasingly important workload. In a DML job, each communication phase can
comprise a coflow, and there are dependencies among its coflows. Thus, efficient coflow scheduling becomes critical for DML jobs.
However, the majority of existing solutions focus on scheduling single-stage coflows with no dependencies. While there are a few studies
schedule dependent coflows of multi-stage jobs, they suffer from either practical or theoretical issues. Motivated by this situation, we
study how to schedule dependent coflows of multiple DML jobs to minimize the total JCT in a shared cluster. We present a formal
mathematical formulation for this problem and prove its NP-hardness. To solve this problem without job size information, we present
an online coflow-aware optimization framework called Parrot. The core idea in Parrot is to infer the job with the shortest remaining
processing time (SRPT) each time and dynamically control the inferred job’s bandwidth based on how confident it is an SRPT job while
being mindful of not starving any other job. Specifically, in the design of Parrot, we present a least per-coflow attained service (LPCAS)
policy to infer the SRPT job. We further propose a dynamic job weight assignment mechanism and a linear program (LP) based weighted
bandwidth scaling strategy for sharing bandwidth among DML jobs. We have proved that Parrot algorithm has a non-trivial competitive
ratio. The results from large-scale trace-driven simulations further demonstrate that our Parrot can reduce the total JCT by up to 58.4%,
compared to the state-of-the-art Aalo solution.

Index Terms—Distributed Machine Learning; Coflow Scheduling; Multi-Stage Job; Dependent Coflows
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1 INTRODUCTION in the network [8]. These flow transfers can account
. . for a significant portion (as high as 90%) of the total

REcently, machine learning (ML) has shown a remark- job training time [8-10], even in high-speed networks.
able success in not only the computing industry but = 1,.e precisely, as revealed by [8], when training the

also the fields such as health care and education, and i yy5G19-22K model on a 16-server cluster with 40GbE
deriving many key products [1-4]. To train large models  g¢,epet and one Titan X GPU per server, the parameter
on incre.easi.ngly large datg s.ets with acceptable training updates will bottleneck the network; it may even be
time, distributed ML training has become a st.andard slower than single machine when increasing the number
practice. Therefore, IT giants such as Google, Microsoft of servers to a sufficiently large value (i.e., 32). So, the
and Facebook have begun to use large clusters consisting performance bottleneck of a DML job is witnessed to be
of hundreds to thousands of servers to run distributed  ¢p:6004 from c omputation to communication. There are
ML (DML) jobs [3-5]. some recent proposals (e.g., [8, 11-13]) that make efforts
Intuitively, DML jobs have been generally considered ¢, improve DML communication performance. Neverthe-

to be computation-intensive. Fortunately, the GPU speed  jq55 they are only applicable to single job scenario and
has been increased by 35x over the last few years [6],  are insufficient to improve job performance in a shared
and many other hardware accelerators are getting faster  |ster with hundreds to thousands of DML jobs running
either [7]. Such fast GPUs and accelerators can have high simultaneously [14, 15]. How to share the network efficiently

computational throughput and can process more data  g0ng multiple DML jobs remains an open research topic.
batches per time unit, leading to more data flow transfers

Coflow scheduling can help for such network sharing,

This work was supported partly by the National Key R&D Program of ; ; ; _
China under Grant 2019YFB2102404; the NSFC under Grants 61772112; a,s DML JObS typlcally will generate COﬂF)WS (se.e Sec
the Science Innovation Foundation of Dalian under Grant 2019]12GX037. ~ tion 2 for details). However, the conventional wisdom

(Corresponding author: Keqiu Li) of scheduling coflows to optimize coflow completion
e W. Liis with the Department of Computer Science and Engineering, Hong time (CCT) (e.g-, [16—25]) does not necessarily lead to
Kong University of Science and Technology, Hong Kong 999077. Email: ~ shorter job completion time (JCT). The crux is that DML

toliwenxin@gmail.com. . . . .
e 5. Chen, K. Li, R. Xu and S. Zhang are with the Tianjin Key Laboratory jobs are inherently multi-stage, and their coflows have

of Advanced Networking (TANK), College of Intelligence and Computing, dependencies. For instance, in an iteration of a DML
Tianjin University, No 135, Yaguan Road, Tianjin 300350, China. E-mail: job, the coflow in the parameter pull phase depends on

{chensheng, kegiu, xurenhai, zhang_song }@tju.edu.cn. : : _
e H. Qi is with the School of Computer Science and Technology, Dalian that in the parameter push phase. Meanwhile, the push

University of Technology, No 2, Linggong Road, Dalian 116023, China. ~ pPhase coflow, in turn, depends on the pull-phase coflow
E-mail: hengqi@dlut.edu.cn. of the previous iteration. Such dependency relationship

represents that a coflow cannot start until its dependent

2168-7161 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCC.2020.3040312, IEEE

Transactions on Cloud Computing

one has finished.
Unfortunately, very little work has been done to con-
sider such dependent coflows:

o Aalo [20] is the state-of-the-art, yet the only heuris-
tic solution. It treats all coflows in the same job
as a single entity and uses the least attained ser-
vice strategy to perform inter-entity scheduling.
Coflows in each entity are prioritized based on
their dependency order. Nonetheless, Aalo cannot
provide an upper bound on the total JCT of a given
set of DML jobs.

o There is also one theoretical solution [26] aiming
at scheduling dependent coflows to minimize total
weighted JCT. Whereas, it needs to solve a linear
program (LP), which is a large-scale yet compli-
cated problem with vast jobs in large networks.
Besides, it cannot be used in online cases as all job
statistics are required to be known in advance to
solve the relevant LP.

In this paper, we focus on the problem of scheduling
dependent coflows of DML jobs to minimize the total JCT.
To solve this problem, we present an online coflow-aware
scheduler Parrot. The core idea in Parrot is to infer the
job with the shortest remaining processing time (SRPT)
each time and dynamically increase the bandwidth of the
inferred job based on how confident it is an SRPT job
while being mindful of starvation-free.

For inferring the SRPT job, Parrot leverages a least per-
coflow attained service (LPCAS) heuristic, which seamlessly
combines the information of bytes sent and number of
completed coflows for a job. Such information is readily
available, and more information will make the inferred
job more confident.

For considering the starvation-free need and the in-
evitable mis-inference, Parrot strives to prevent the in-
ferred SRPT job from monopolizing the network. More
specifically, it decides an occupancy ratio of link capacity
that the inferred job can use. This ratio increases with
the growth of the amount of inference information. To
obey this ratio in competition, Parrot assigns the inferred
SRPT job a well-designed weight and makes all other job
weight to be 1. With these weights, Parrot rescales the
individual flow bandwidths of each active coflow in each
job from a LP-based single-coflow optimization. This LP
is small in scale and has an analytic solution. Since each
job has a weight of at least one at any time, Parrot will
not starve any job for an arbitrarily long period.

We have conducted rigorous theoretical analysis to
prove that Parrot has a non-trivial competitive ratio in
minimizing the total JCT for any given set of DML jobs.
We have also conducted large-scale simulations based on
a realistic workload from Microsoft [27] to demonstrate
that Parrot can reduce the total JCT by up to 58.4%,
compared to the state-of-the-art Aalo solution.

In summary, the main highlights of this paper include:

o We study the problem of scheduling the depen-
dent coflows of multiple DML jobs to minimize

2

the total JCT in machine learning clusters. We
develop the mathematical model and present a
formal formulation for this problem. We also prove
that this problem is NP-hard.

o We present a novel online coflow-aware sched-
uler, Parrot, to solve the problem above. In Par-
rot, we propose a LPCAS heuristic for inferring
the SRPT job. We also develop a dynamic job
weight assignment as well as a LP-based weighted
bandwidth scaling mechanism to share network
capacity among all concurrent jobs.

e We conduct rigorous theoretical analysis to
demonstrate that Parrot can guarantee an upper
bound of the total JCT for any given set of DML
jobs. We conduct extensive trace-driven simula-
tions to evaluate the performance of Parrot, in
terms of reducing total JCT.

The rest of this paper is organized as follows. In Sec-
tion 2, we show some background, describe our problem
and present the key ideas for this paper. In Section 3,
we develop the mathematical model and present our
problem formulation. We show an overview of Parrot
in Section 4. We show the design details of Parrof in
Section 5. The simulation details and results are presented
in Section 6. We discuss current limitations of Parrot and
relevant future research in Section 7. Section 8 discusses
the related work and Section 9 concludes this paper.

2 BACKGROUND, PROBLEM STATEMENT AND KEY
IDEAS

2.1 Distributed Machine Learning

An ML algorithm is to iteratively optimize its model
(usually a set of parameters) until it converges to describe
or interpret the input data [28]. Since the input data is
usually enormous, processing all input data on a single
machine can suffer from significant slowdowns. Hence,
distributed ML becomes the most common strategy to
speed up data processing. Meanwhile, the most favored
paradigm for DML is data parallelism [12, 28-33], where
the input data is distributed among multiple worker
machines. Each machine will then work on its data and
periodically communicate with each other to synchronize
the parameter updates from other machines.

To efficiently synchronize and manage model param-
eters between worker machines, the parameter server (PS)
[12] architecture has been widely adopted in many ML
systems including TensorFlow [30], Caffe [34] and MXNet
[35]. Fig. 1 shows an overview of such parameter server
architecture. In this architecture, each worker stores a
replica of the global ML model and the training data is
partitioned among all the workers. The ML training pro-
cess carries out in an iterative fashion, and each iteration
contains four phases: (1), each worker trains indepen-
dently on its own data to decide what changes should be
made to get closer to the optimal model parameters. (2),
each worker pushes its updates to the relevant PS. (3), the
PSs aggregate the updates from all workers, and apply
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Fig. 1. An overview of the parameter server architecture.

them to the parameters. (4), the updated parameters will
be pulled back by the workers, with which they can start
the next iteration.

2.2 Dependent Coflows in DML

The parameter exchange phases described above (i.e.,
push phase (2) and pull phase (4)) typically follow the
BSP model, where there is a strict barrier at the end
of each phase. For instance, the phase (3) cannot start
until the phase (2) finishes, i.e., all the workers have
successfully pushed their updates to the PSs; Or, in a
certain iteration, the workers cannot proceed to phase (1)
before the phase (4) in the previous iteration finishes. It
should be noted that there are indeed other synchroniza-
tion models, i.e., stale synchronous parallel (SSP) [36] and
total synchronous parallel (TAP) [37]. However, BSP is
the most commonly used one in production [14, 30].
With explicit barriers, the flows in each parameter
exchange phase can comprise a coflow semantically [38].
Each coflow cannot be considered to be completed until
all its flow transfers have finished. Given that a DML job
typically has numerous iterations, and each iteration con-
tains two parameter exchange phases, multiple coflows
will be generated. Further, the coflows belonging to the
same DML job have dependencies. For example, the
coflow in the phase (4) depends on that in the phase (2).
In the presence of the explicit barrier in BSP, there exists
only one type of coflow dependencies—Starts-After!, as
defined in the following:
Definition 1 (Starts-After Dependency). If a coflow C1
depends on another one C2, i.e., C2 — C1, then C'1 cannot
start until C2 has finished.

Definition 2 (Chain Job). Considering the iterative nature,
each DML job can be viewed as a chain, where each coflow
has only one (or zero if it is the first coflow) preface coflow
and one subsequent coflow. In other words, multiple coflows
will not depend on the same one, and a coflow will not
simultaneously depend on more than one coflows.

2.3 Problem Statement

It has been widely accepted in literature [17, 20-23, 25]
that the cluster network can be abstracted as a non-
blocking switch interconnecting all machines, given the

1. In contrary to Starts-After, Starts-Before is another type of coflow
dependencies, representing that a coflow cannot finish until its depen-
dent one has finished. However, Starts-Before is common for pipeline
jobs rather than DML jobs, and hence is not the focus of this paper.

3

recent advances in full bisection bandwidth topologies
[39, 40]. As shown in Fig. 2(a), each ingress port of
the switch receives data from the outgoing link of the
connected machine, while each egress port pushes data
to the incoming link of the connected machine.

Given multiple DML jobs that contain numerous de-
pendent coflows, we study the problem of how to assign
the bandwidth on the outgoing/incoming links of each physical
machine to each flow in each coflow at each time, so as to
minimize the total JCT of DML jobs. However, this problem
is inherently challenging due to: 1) it is NP-hard, which
we will show in Section 3; 2) jobs can dynamically arrive,
with the job size information being unknown.

2.4 The Design Rationales

We now present a walk through the design rationales:
Inferring the SRPT job is a must. SRPT is the most
commonly used scheduling policy, which schedules flow
with the feast bytes to transmit. It has been shown to
provide near-optimal average flow completion time [41-
43]. Taking a step further, researchers have generalized
SRPT to the case of coflows and have also achieved near-
optimal performance [17, 25]. We believe that SRPT can
also be generalized to the case of DML jobs to reduce
the average JCT. The reason is that one can view each
DML job as a “super-coflow” that consists of a chain of
“micro-coflows”. One key step for applying SRPT is to
find the job with the smallest amount of time remaining
until completion each time when a coflow completes, or
a new coflow from a new job is added.

Bytes sent and coflows completed are useful informa-
tion. Finding the SRPT job relies on accurate job size
information. While the size of each coflow can be known
once it arrives, it is hard to obtain the job size because
of the unknown number of iterations (or coflows) caused
by non-smooth loss curves and non-deterministic termi-
nation in practice [27]. Fortunately, we can readily acquire
the already known information for each job, such as bytes
sent and coflows completed. With this information, we
infer an SRPT job by seamlessly combing the following
two rules: 1) the job with the smallest bytes sent is
more likely to have the least remaining data, which is
in line with the basic assumption in LAS (Least Attained
Service) [44]; 2) the more coflows have been completed,
the fewer coflows will remain for a job.

More information leads to higher confidence for job
inference. In the initial state, no information can be used
to infer the SRPT job, and we, therefore, have no idea
about which job has the shortest remaining progress. As
time goes by, the bytes sent and coflows completed from
all the jobs increase, we will gain more information and
thus will have higher confidence to say the inferred job
indeed has the shortest remaining time.

The inferred job must not monopolize link bandwidth.
It is unavoidable in practice to misidentify a job as the
SRPT one. Such errors may negatively impact the total
JCT if the misidentified job exclusively occupies the link
bandwidth. To mitigate such impact, we should never

2168-7161 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCC.2020.3040312, IEEE

Transactions on Cloud Computing

Machine
Outgoing Links

DC Fabric

Machine T
Incoming Links ! Job J1 Job J2
Coflow C1 ' Coflow C2 | | IlCoflow C3 I Coflow C4

Job J2

Job J1 JobJ1 Job J2
H Coflow C1 ~ Coflow C2 W Coflow C3 [ Coflow C4 Coflow C1  Coflow C2 W Coflow C3 [/ Coflow C4

GE10Cs 161

J2ends at 16 J1 ends at 28

Gl @
B[]

Non-blocking
Switch

Ingress ports Egress ports

n\_/

J2 ends at 10 J1 ends at 28 J2 ends at 12.89 J1 ends at 28

‘
1 L n Il
|

(b) A scheme with minimum CCT

(a) Example settings

(c) A scheme with minimum JCT (d) Our approach

Fig. 2. Allocation of ingress port capacities using different schemes for the jobs in Fig. 2(a). (b) When using a scheme that purely optimizes CCT, the
incurred total JCT will be 44. (c) The optimal scheme towards minimizing JCT will incur a total JCT of 38, which is hard to be obtained in practice.
(d) On the premise that job size is unknown a prior, our approach can make the average JCT to be 40.89.

allow the inferred SRPT job to monopolize the network.
Meanwhile, doing this is also for avoiding starvation.

It depends on how confident it is an SRPT job. In
the initial state, we treat all jobs fairly and assign the
bandwidth at competing links evenly among them. When
more information can be used, the inferred job will gain
more confidence, and we believe it deserves more band-
width. So, we increase the bandwidth for the inferred
SRPT job as the amount of inference information grows,
but will not exceed a predefined upper bound to avoid it
monopolize the network.

2.5 A Motivating Example

For a better intuition of our problem and the design
rationales, we use a motivating example in Fig. 2(a),
where there are 2 simultaneously arrived jobs (ie., J1
and J2) and 2 machines. Job J1 has 2 coflows C1 and C2
with the dependency that C2 cannot start until C1 has
finished. J2 also has 2 coflows (i.e., C3 and C4) and C4
cannot start until the completion of C3. C1 has 4 flows
transferring 3/3/2/2 units of data; C2 has 4 flows with
sizes of 6/6/5/5; C3 has 4 flows with each having 1
unit of data; C4 has 4 flows having sizes of 4/4/3/3.
The virtual input queues at the ingress ports are used
for convenience to illustrate the sources and destinations.
For example, at the first virtual queue of machine 1, a
flow of C1 transfers 3 units of data to machine 2. Each
ingress/outgoing port can accept one unit of data each
time.

As shown in Fig. 2(b), a scheme that minimizes CCT,
i.e., Varys [17], will prefer the shortest coflow each time
and execute the 4 coflows in the order of (C3, C1, C4, C2).
The resulting total CCT is 2 + 8 + 16 + 28 = 54, while the
corresponding total JCT is 16 + 28 = 44. As shown in Fig.
2(c), if we schedule coflows in the order of (C3, C4, C1,
C2), the total CCT will be increased to 2+10+16+28 = 56,
while the total JCT can be reduced to 10 + 28 = 38. The
result in Fig. 2(c) looks great, which, however, is hard to
be achieved as it relies on accurate job size information.
By contrast, our approach considers unknown job size
but uses the already known information such as bytes
sent and coflows completed. Also, our approach assumes
the coflow size is known once it is valid for scheduling.
As shown in Fig. 2(d), at ¢ = 0, no job-level information
is available and the two jobs (J1 and J2) have the same
weight (e.g., 1). Then, when the two jobs meet on the

same link, our approach uses these weights to scale the
flow bandwidths of their coflows from corresponding
LP-based solutions. For example, the LP solution for C1
allocates 1 unit of bandwidth to its flow on P1 and 2/3 to
the ﬂow on P2. When sharing with C3, C1 w111 then get
1 % 1+1 = 0.5 units of bandwidth on P1 and 2 « H—l =3
on P2. Then, at ¢t = 4, J2 will be inferred as the SRPT
job because its bytes sent is the same with J1 while it
has one completed coflow. Hence, J2 will be assigned
more bandwidth than J1. In this example, we consider
an SRPT job cannot use up to 90% of the capacity on
bottleneck link. In this case, ]2 and J1 can transfer 0.9
and 0.1 units of data, respectively, on P1, until ¢ = 12.89
at which J2 completes. After that, J1 monopolizes the
network until completion. As a result, the total JCT is
12.89 + 28 = 40.89. This result can practically be obtained
yet has a significantly lower JCT than that in Fig. 2(b).

3 MODELING AND PROBLEM FORMULATION

In this section, we develop the mathematical model to
study the problem of scheduling dependent coflows of
DML jobs to minimize the total JCT.

3.1

We consider an ML cluster with a set of servers denoted
by N = {1,2,...,N}. We denote UF and U/ as the
outgoing and incoming link capacities for server i € N,
respectively. The cluster is shared by a set of DML jobs
denoted as J = {1,2,...,M}, with the job m € J
arriving at time 7,,,. We consider that the parameter
servers and workers are already fixed for each job, and
multiple coflows will be submitted as iteratively training
keeps going. We denote the set of coflows from all jobs
as C, with the set of coflows in job m being C,,. We
use k' < k (k, k' € Cp,) to represent that the coflow k
cannot start until the completion of ¥/, i.e., k depends on
k'. Each coflow has multiple flows that are used for the
parameter exchange between the servers. We consider
that the coflows in different iterations of a job may not
necessarily have the same size. The reason is that the
workers may update only part of the parameters in each
iteration due to the training policy such as dropout [45]
or some gradient filters like [11]. So, without loss of
generality, we represent the flow volume from server i to
j in coflow k of job m as V;,, ;. j; the corresponding flow

Notations
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TABLE 1
Important notations used throughout this paper.

[ Symbols [ Definition |
N the set of servers in the ML cluster
UF the egress link bandwidth capacity of server i € N/
U’ the ingress link bandwidth capacity of server ¢ € N’
J the set of DML jobs
Tm the release time of job m € J
C the set of coflows from all jobs in 7
Cm the set of coflows belonging to the job m € J
S ki the flow from i to j in coflow k € Cp,
Vin ki the data volume of flow fp, ki
bm,k,i,j(t) | the amount of bandwidth allocated to f, k.i,; at ¢
T the job completion time of m € J
Tk the coflow completion time of k € Cy,,
Tk the effective coflow completion time of k € C,

is denoted as fi, k., ;. We denote T}, as the JCT of job
m and use T}, j to represent the CCT of coflow &k € Cp,.
Important notations used throughout this paper are listed
in Table 1. It should be noted that we focus on the
network scheduling for DML jobs, thus the computation
time during job training is ignored in the mathematical
analysis.

3.2 Mathematical Model

Scheduling decisions: To indicate the decision variable,
we denote by, 1, ;(t) as the amount of bandwidth al-
located to coflow k in job m for supporting its data
transmission between server i and j at time ¢. It is a
positive value, as shown in the following:

by i(t) > 0,¥m € J,Vk € Cp, Vi, j € N VE (1)

Guaranteeing the completion of data transmission: All
flows must finish their data transmissions between their
release time and the completion time of their parent job.
Thus, we have the following two constraints:

Tm
/ bm,]fﬂ"j(t)dt = Vm,m,j,Vm € j,Vk‘ € Cm,Vi,j eN
' ()
/ by ()dt = 0,¥m € T Vk € Cu Vi j N (3)
0

Eq. (2) enforces that each flow f,, 1 i ; should be transmit-
ted within [7,,,, T},,], while Eq. (3) means that each flow
cannot transmit any data until the job it belongs to has
been released.

Coflow dependency constraints: The coflows belonging
to the same DML job has dependency that a coflow
cannot start until its dependent coflow has finished. This
can be translated into the following constraint:

th,k’
/ b ki j(E)dt = 0,Ym € T VK <k € Cp, Vi, j €N
) )
This constraint essentially means that if the coflow k €

Cr, cannot start any data transmission before all of its
dependent coflows have finished.

5

Capacity constraints: When scheduling coflows, both the
ingress and egress link capacities of each server must be
satisfied. Thus, we have

Z Z Z bm,k,i,j (t) < ULE,\V/Z € N, Vi (5)

meJ k€Cp, JEN

ST bmkay(t) <ULV €N,V (6)

meJ ke€C,, iEN
Eq. (5) indicates that the total amount of data transmitted

on the outgoing link of server i must not exceed the
link capacity UF at any time ¢, while, similarly, Eq. (6)
specifies that each incoming link transmits at most U/
amount of data each time.

3.3 Problem Formulation

Before presenting the problem formulation, we give two

definitions that will be used in the rest of this paper.

Definition 3 (Valid Coflow). A coflow is valid if it has arrived
at the network, and it has no dependent coflows, or all of its
dependent cofows have finished.

Definition 4 (Effective CCT). The effective CCT of a coflow
is defined as the time between it being valid for scheduling
and being completed.

Given definitions above, we denote I';, i as the effec-
tive CCT of the coflow k in job m (i.e., k € Cp,). Recall that
each DML job can be viewed as a chain of dependent
coflows. As such, the JCT of a job can be computed by
adding up its arrival time and the total effective CCTs of
its all coflows

T =Tm+ > T, VmeJ 7)

kECm,
Similarly, the CCT of coﬂoew k € C,, can be calculated by
adding up its arrival time, the total effective CCTs of its
preface coflows, and its own effective CCT
Tk =Tm +Tmp+ Y Tmw,¥m e J,Vk € Cr (8)

k' <k€cm
We now formulate the problem of scheduling the

dependent coflows of multiple DML jobs to minimize the
total JCT, as shown in the following formulation O1:
Subject to: Egs. (1)(2)(3)(4)(5)(6)
The problem O1 is inherently hard to be resolved, due
to the following two challenges:
First, it is NP-hard, as shown in the following theorem.
Theorem 1. The problem O1 is NP-hard.

Proof: As the problem of minimizing the total CCT
of coflows, denoted P, has been proved to be NP-hard in
[17]. Therefore, we will prove this theorem by reducing
O1 to P. Specifically, given any instance of P, we construct
a corresponding instance of O1 as follows: consider a
problem P with K coflows where the k-th coflow’s arrival
time is a,. We construct K jobs with each job having
one coflow only. Each job’s arrival time is just that of
the coflow in it. Since the given instance of P is NP-hard,
the constructed instance of O1 is NP-hard as well. O

Second, solving O1 relies on job arrival information
and job size information, neither of which, is available in
practice. Hence, an online solution is called for.
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Fig. 3. The overview of Parrot optimization framework.
4 DESIGN OVERVIEW OF Parrot

In response to the challenges of solving the original
optimization O1, we present an efficient online coflow-
aware scheduler called Parrot. In this section, we first
list the realistic assumptions and desirable properties of
Parrot. Then, we show an overview of Parrot.

4.1

Parrot schedules the dependent coflows of DML jobs un-
der the following realistic assumptions and constraints:

Desirable properties

e Online job arrival: The DML jobs are submitted
in an online fashion. For each job, the placements
of PSs and workers are given but unknown prior
to its arrival. Parrot only deals with the scheduling
of the intermediate coflows for submitted jobs.

o Unknown job size information: While we assume
that the coflow size information can be known
once a coflow becomes valid for scheduling, the
job size information is typically unknown because
the number of iterations for a job is unknown.

o Only one active coflow per job: At any time, for
any given DML job, there is only one coflow that
is active to transmit data in the network, since the
DML job is a chain of dependent coflows.

Parrot has the following three goals:

o Practicality: Parrot is necessarily an online coflow-
aware optimization framework. Each time when
observing a scheduling event, i.e.,, a new job ar-
rives or an existing job has finished a coflow,
Parrot must quickly decide the coflow scheduling
decision. Therefore, the Parrot algorithms must run
in real-time with low time complexity.

o Upper-bound guarantee: Parrot’s algorithms must
be able to provide a non-trivial competitive ratio
when solving the problem O1 for any given set of
DML jobs, such that the total JCT can be guaran-
teed with an upper bound.

o Starvation-free & Work-conserving: Parrot must
not starve any job for an arbitrarily long period,
meaning that there is barely any sign of waiting
in any job. In addition, we require Parrot to be
work-conserving to fully utilize link capacity and
to minimize JCT.

6

Our Parrot is suitable to traditional distributed train-
ing scenarios [12] where the communication and compu-
tation perform sequentially and each job can only have
one active coflow at a time. On the other hand, we note
that the known WFBP [8] (wait-free backward propa-
gation) is supported in existing ML frameworks (e.g.,
TensorFlow, PyTorch), which may allow some commu-
nication with computation. However, the communication
stall may still exist because existing ML frameworks (e.g.,
TensorFlow, PyTorch) typically adopt a global barrier
between adjacent iterations. In such a case, we can view
the flows in each iteration as a coflow and accordingly
our Parrot can still work.

4.2 Parrot in a nutshell

Parrot makes a scheduling decision whenever an existing
coflow completes, or a coflow becomes valid. Fig. 3
presents an overview of our Parrot scheduler. At a high-
level, Parrot infers the SRPT job first, and then performs
bandwidth allocation among all concurrent jobs includ-
ing the inferred job.

SRPT job inference: At the heart of the job inference
component is a least per-coflow attained service heuristic,
which integrates the per-job information of bytes sent and
the number of coflows completed. With this heuristic,
each time the job with least per-coflow attained service
will be inferred as the SRPT one.

Bandwidth allocation: It first decides each job’s
weight and then allocates link bandwidth among con-
current jobs according to these weights. To compute
job weights, Parrot first determines the ratio of network
capacity that the inferred SRPT job can occupy when it
encounters competitors, based on how much information
can be used in job inference component. To obey this
occupancy ratio, it then assigns all non-SRPT jobs a
weight of 1 and carefully computes the weight for the in-
ferred SRPT job. Rather than sharing network bandwidth
among concurrent jobs directly according to computed
job weights, we formulate a relevant LP to minimize the
effective CCT for each active coflow first. Then, we scale
coflow bandwidth in its LP solution according to its par-
ent job weight. Scaling bandwidth from the LP makes a
chance to provide a theoretical guarantee for minimizing
the total JCT. Note that though a LP is formulated, it is
small in scale?, and we do not need to solve it explicitly,
because it has an analytic solution®.

5 ALGORITHM DESIGN
5.1 Inferring the SRPT Job

When multiple jobs coexist in the network, Parrot seeks
to infer which job could have the shortest remaining
processing time, such that we can allocate it relatively

2. As compared to the LP in [26] that minimizes the total weighted
JCT of all jobs with each job having multiple dependent coflows, our
LP is per-coflow problem that minimizes the CCT of single coflow.

3. There is no need to use a solver (e.g.,, MOSEK) or design an
algorithm to derive the LP solution. We can calculate its solution
through Egs. (26)(27) directly.
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more bandwidth to minimize the JCT. To infer the SRPT
job, we leverage the already known per-job information,
i.e., bytes sent and coflows completed. As centralized
architecture has shown a great success in many large-
scale infrastructure developments [21, 46], we consider
that there is a central controller in the cluster to gather
such per-job information from all end-hosts, and our
Parrot scheduler can actually run within this controller.

To ease the presentation, we denote S,,, and Z,, as the
bytes sent and the number of coflows completed till now
for job m, respectively. To mimic the SRPT, we propose a
Least Per-coflow Attained Service (LPCAS) heuristic, which
relies on the following definition:

Definition 5 (Per-coflow Attained Service (PAS)). We
denote A,, as the per-coflow attained service of job m,
which is calculated as its bytes sent divided by the number
of completed coflows, i.e., Ay, = S/ Zm.

With the definition above, we infer m = arg min,,, A,,
as the SRPT job. We can easily check that selecting the job
with least per-coflow attained service matches the design
rationales mentioned in Section 2. First, the smaller the
bytes sent .S, for a job m, the less the per-coflow attained
service and hence the higher probability m will have to
be the SRPT job. Second, the job having more completed
coflows (i.e., Z,, is larger) has less per-coflow attained
service, and will be more likely to be identified to remain
fewer unfinished coflows. Note that PAS may not directly
reflect the remaining processing time of a job. However,
it could be a good indicator for inferring which job is
more likely to be the SRPT one, especially when DML
job duration exhibits a heavy-tailed distribution [27].
And, the idea of using already attained service to mimic
SRPT has also been widely adopted in many information-
agnostic scenarios, e.g., [47], [27], [20].

5.2 Allocating Bandwidth among Jobs

After the SRPT job has been inferred, the next step is to
allocate bandwidth to it as well as to other remaining
jobs. To this end, we assign each job a weight and then
take advantage of a LP-based single-coflow solution to
scale the flow bandwidths of each active coflow based on
its parent job’s weight.

5.2.1 Dynamic job weight assignment

The inferred job may not turn out to be the SRPT one.
Thus, it should not fully occupy the network. Meanwhile,
we should give relatively more bandwidth to the inferred
job if we have enough confidence to say it is indeed an
SRPT job. Therefore, we are motivated to assign each job
a weight. The job weights are dynamically changed, such
that the amount of bandwidth allocated to the inferred
job can be increased based on how confident it is an SRPT
job. We consider that the more the total bytes have been
sent by all jobs, the higher confidence the inferred job will
have. Details are as follows:

We first determine an occupancy ratio of the network
that the inferred SRPT job can use. We denote Jg as the

0.9 - e e
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Fig. 4. An example of the occupancy ratio 6 when 6,4, = 0.9 and there
are 5 concurrent jobs (i.e., |Jq| = 5).

set of concurrent jobs. Define the total bytes have been
sent by all job in J as Sy,. Then, we can calculate the
occupancy ratio for the inferred SRPT job as

1

0 + min{b,4z, ( Tal
where 0,,,, is the maximum occupancy ratio. Fig. 4
shows an example of § under varying total bytes sent,
with 6,4, and |Jo| being 0.9 and 5 respectively. We
can observe that the dynamics of 6 have the following
properties: (i) When there exists no information to infer
the SRPT job, i.e., Sy, = 0, we have § = 1/|Jq| = 0.2,
which means that the inferred SRPT job will fairly share
the link bandwidth with others. (ii) Once we have some
information to infer which job might be the SRPT one, we
should allow it to quickly occupy the majority of network
capacity to minimize the JCT. (iii) Finally, the occupancy
rate f can be maintained at the maximum value 6,,,, with
no fluctuation.

)1/(10g(SJQ+1)+1)} (10)

Given 6, we now assign each job a weight. Specifically,
we set the weight for the inferred SRPT job to
Wonar = 15 (1ol = 1) an
max — 1—0 Q
Meanwhile, we let all other jobs in Jy, to have the same
weight of W,,;, = 1. As such, when the jobs in Jn
competes a bottleneck link with weighted fair sharing in

use, the ratio of the link bandwidth that the inferred job
25 (1T2l-1) —9
5 (1 Tal-D+(Tal-1)x1 — 7

can occupy is exactly

5.2.2 LP-based weighted bandwidth scaling

Intuitively, after job weights are determined, a straight-
forward way for network sharing is to assign bandwidth
in proportional to each job’s weight. However, it may be
far away from the optimum. Hence, we seek to minimize
the effective CCT of each active coflow and then scale its
flow bandwidths based on the weight of its parent job.

Single coflow optimization: Whenever a coflow becomes
valid, we will formulate a relevant LP for it by assuming
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it monopolizes the network. The details for the LP are
shown in the following problem O2:

min | R

{bm, k3,5 (1)}

(12)

F7n,k
ot / b ()t = Vingis Vi € NJVj € N (13)

> b j(t) S UP Vi€ N, vt (14)
JEN
> bmka(t) <UJ Vi€ N,V (15)
iEN

The objective in O2 is clearly to minimize the effective
CCT. Eq. (13) enforces all data transmissions of the coflow
must be completed within [0,T",, x]. Eq. (14) and Eq.
(15) are bandwidth capacity constraints on egress/ingress
link of each server, respectively. The integration in 02
can be eliminated without incurring any performance
degradation, as shown in the following:

Theorem 2. Suppose that Bmkﬂ-’j and f,mk are the optimal

solution to the following problem O3:

min I, 16
{brn,k',i,j} k ( )
S.t: Do kbmkij = Vink,ig, Vi € NLVj e N 17)
Z bm,k,i,j < UZE'7V’L eN (18)
JEN
Z bm,k i, > v] eN (19)
iEN
i)m YR t Oafm
Then, by, k.i;(t) RN € (~ k) and
0, t e (Pm,k, OO}
Lk = f‘mk are the solutions to achieve the optimal

objective of O2. Note here that the by, ;; in O3 can
be viewed as the time-averaged bandwidth allocated to the
i — j flow of coflow k € Cp,.

Proof of Theorem 2: Consider that b, ;. ; ;(¢) and

I}, . are the optimal solution of O2. We set

Lok e t)dt
bm,k,i,j _ fO ﬂ’:< ,k i 3( ) (20)
[En
Then, it is obvious that
Lok

bmka;k = b:mkzg( )dt Vi ki (21)

By integrating both 51des of Eq. (14) from 0 to I'; ,, we

yield
/ > b, (Bt <UFTS,
JEN
By swapping the order between the integration and sum-

mations we have

(22)

/ mekz,] dt Z/ mk:z,] dt
JEN JEN (23)
= Z bm)kﬂ;)jF;’L,k S UZEF’n’L,k
JEN

By eliminating I';, ; from both sides, we get Eq. (18). We
can infer Eq. (19) in the similar way.

Above discussions shows that b, ;; and I';, ; is a
feasible solution to O3. Hence, we have
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In addition, we can easily verify that the settings in
Theorem 1 are also feasible solutions to problem O2.
Therefore, we have

I S (25)

Accordingly, we have T',,, , = | O

Theorem 1 shows that we can solve O3 instead of 02
to calculate the bandwidth allocation of each individual
flow to minimize the effective CCT of a coflow when send
all flows in a constant rate.

We can easily check that the problem O3 is a LP.
Though LP is efficient to be solved with standard solvers
like MOSEK, we do not need to solve it explicitly. The
reason is that we can directly derive its analytic solution,
as shown in the following;:

foo_ 2 jen Vink,ig >ien Vinkii
m, k= INaxy{ max 7 ,max 7
i U, J Uj

(26)

Do = %vz ENVjEN 27)
m,k
Handling multiple jobs with multiple coflows: The
last step is to rescale the bandwidth of the LP analytic
solution for each coflow in each job according to the job
weights. We denote Cq as the set of active coflows in
current time from all jobs in Jg. Recall that each job can
only have one active coflow. Hence, |Cq| = |Ja|. We set
the weight of a coflow to that of its parent job and scale
its individual flows” bandwidth based on the portion of
its weight in the surn of all coflow weights. To be specific,
we denote {FEOB) b\< Y 91 as the LP solution for coflow
{ € Cq. Then, we scale the bandwidth of coflow ¢ with

03 . ;
beij bzi’j : % W, is the weight of coflow ¢,

which can be inherited from its parent job.

5.3 Analysis

The whole scheduling procedure of Parrot is summarized
in Algorithm 1. It works in a laissez-fair manner. In other
words, it will be invoked whenever observing a coflow
becoming valid for scheduling or an existing coflow be-
ing completed (Step 1). According to the observed events,
it updates Co and Jq, respectively (Step 2). Step 3 infers
the SRPT job using the least per-coflow attained service
heuristic described above. The job weight assignment
is shown in Steps 4-6. Steps 7-9 depict the weighted
bandwidth scaling process. Step 10 scales all the flow
bandwidths by the same largest possible factor, to make
use of the rest of the bandwidth.

We now analyze the theoretical performance achieved
by Algorithm 1. In our analysis, we first derive the
lower bound of the optimal JCT first and then compute
the upper bound achieved by Algorithm 1 based on
this lower bound. It should be noted that such kind of
analysis method has been widely adopted in existing net-
work scheduling literature [24, 26]. However, our anal-
ysis integrates some unique properties: 1) The number
of concurrent coflows is no more than the number of
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Algorithm 1 Parrot Scheduling Algorithm

1: while observing a coflow from either newly arrived
or currently active job becoming valid or an existing
coflow being completed do

2:  Update the set of concurrent jobs Jn and the set of
active coflows Cq respectively.

3. Sort all the coflows in Cq non-increasingly accord-
ing to the per-coflow attained service of their par-
ent jobs; Co- ¢ Cq. Similarly, sort all jobs with
LPCAS; Jo- + Jq. Identify the first job in Jo-
as the SRPT one.

4 Update the occupancy ratio 6 based on Eq. (10).

. Update W4, based on Eq. (11).

6:  Set the weight of the inferred SRPT job to Wi,
and all others to W,;,, = 1. Also, set the weights of
all coflows in Cq- as those of their parent jobs.

7. for each coflow ¢ in Cq- do

8: beij <+ b oy m Vi,Vj, where

{T, (03) bZCZ } is the optimum of O3 for .
9: end for

10:  Find a largest factor to scale the bandwidths of all

flows in Co- to pursue work conversing property.

11: end while

DML jobs; 2) At any time, there is only one DML job
having a high weight and the remaining jobs” weights
are all 1. Note that the analysis is not tight, and the
competitive ratio derived in our paper depends on the
number of jobs (i.e., M). For instance, in private clusters
used for scientific research, the number of training jobs
in a cluster can be well controlled, meaning that M may
have an upper-bound. In this case, the competitive ratio
is bounded. Whereas in production clusters, users may
submit a large number of jobs. As such, M could be
unbounded, resulting in an unbounded competitive ratio.
Despite the weak analysis, the experiments in Sec. 6 show
that our algorithm actually has superior performance.
One may further wonder if the job mis-inference gap
can be leveraged to make the analysis more tight, which,
however, encounters the following challenges. First, it
is hard to know if a job is mis-inferred as an SRPT job
without prior knowledge of job size. Second, it is hard to
quantify the mis-inference gap. Third, the impact of the
mis-inference gap on the total JCT is unknown. Given
the factors above, we leave this point to future work. The
theoretical analysis is shown in the following theorems.

Theorem 3 (Lower Bound of Optimal JCT). Let T(OV) de-
note the total JCT under the optimal solution of O1. Then,

its lower bound is T©Y) >3 (T + > pce. T (03))

Proof: It is obvious that each job contributes to the
total JCT with no less than its minimum completion time
when it monopolizes the network. We denote F( k) as
the optimal effective CCT of coflow k € C,, for 03 The
minimum JCT of job m when it monopolizes the network
can then be calculated as 7, + 3 e, (03) . When there
are multiple jobs, each job’s JCT must be larger than its
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minimum one. Therefore, we have 71 > 3~ 7(Tm +
> kec, F(O ). Thus, proved. O

Theorem 4 (Upper Bound the Competitive Ratio). The
total JCT achieved by Algorithm 1 is given by T(ALG) <
J‘fm T©OY, where M is the number of jobs and 0,4, is

the maximum occupancy ratio of network bandwidth that
the inferred SRPT job can use.

Proof: We denote TS as the JCT of m under
Algorithm 1, which can be calculated by

(ALG) =7 + Z F(ALG)
kECon,

where Fg;i ia) is the effective CCT of coflow k € C,
achieved by Algorithm 1. Let C{2* denote the set of all
active coflows when the coflow k& € C,, is scheduled.
Since Algorithm 1 scales the flow bandwidths of each
active coflow based on its weight, we have
F(OS) Wrn k

m,k /Zg/ecm R Wzl

where F(O 5 18 the optimal effective CCT of k € C,, for
problem 03 and Wy, i is the relevant weight. Combmlng
Eq. (28) and Eq. (29), we have

(28)

ALG
DA = (29)

T(ALG) _ Z T(ALG)
meJ
Wi (30)
=Y ma+ > SOk
meJ meJ keCy, Z[lecm ke W
We define T(ALG) = Y,csTm and T(ALG) _

(03 m
Sme Shee, Tk /55, iw

focus on deriving an upper bound of TQALG). Because
each coflow’s weight is at least W, we yield
(3

wos (L D) Z)

meJ keCm f'EC;Zn*’k

In the following, we

(D)

Let C3** denote the largest set of active coflows across
the entire scheduling time. Clearly, it has more elements
than cg;’:’“. In addition, given that there is only one W4,
for any set of active coflows, we can get

(03)
T(ALG) < (Z Z )< maz+(‘cga‘r‘* )szn)

7n k
meJ k€Cp
(32)

Substituting Wi, = 1 and Wy,e, = 1%19(|‘7Q| — 1) into
the above inequality, then using the fact that each job has
only one active coflow at any time, we obtain

9 axr
T < (1250l D+ (egl-1) 3 3 riey

meJ keCpm,
(33)
Since |CZ.**| > |CQ| and 0 < 0,4, we yield
ALG
T < (g Y Y 0
. m(E;ZfECm (34)
— M r,
- amax 7;,7 keZC
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The last inequality is derived by using |CG**| < M.
Combining the result in Theorem 3 and using the fact

—5— > 1, we can get
T(ALG) _ T(ALG)+T(ALG)
SY Y Y
’mej Omaz meJ keCy,
(35)
< (zrm >3 “”)
Omaa meJ k€Cm
< LT@)
— 1= emaa:
0
Remarks: We now discuss how our Parrot algorithm

can achieve the design goals listed in Section 4. First,
our algorithm requires very little overhead since it only
makes a scheduling decision when a coflow completes
or a coflow becomes valid. Further, the decision making
process is lightweight, as its dominate overhead lies in
sorting jobs or coflows and can have a time complexity
of O(|Jallog(|Tal)). Second, Theorem 4 demonstrates that
our algorithm can provide a theoretical guarantee for
minimizing the total JCT. Third, we can observe that
any job can get some bandwidth at any time, there will
never exist a sign of waiting in any job. Thus, starvation-
free can be ensured. The last line of Algorithm 1 corre-
sponds to a speed-up operation which scales up the flow
bandwidths with a factor to completely utilize the link
capacity. This essentially means that our algorithm can
purse work-conserving property.

6 PERFORMANCE EVALUATION

In this section, we perform extensive simulations with
realistic workload generated from the production DML
cluster to evaluate our Parrot scheduler. We compare the
following schemes with Parrot:

o Least-Bytes-Sent-First (Aalo): each time schedules
the job with least bytes sent and distributes resid-
ual bandwidth between remaining jobs to pursue
the work-conserving property. This scheme is con-
ceptually equivalent to Aalo [20].

o Aalo without work-conserving (Aalo-wo-WQ): is
a variant of Aalo, which disables work conserving
when using Aalo, and hence underutilized link
capacities will not be allocated to other jobs.

o Least-Completed-Coflow-First (LCCF): schedules
the job that has the least number of completed
coflows each time. Also, it will assign underuti-
lized link capacities to the remaining jobs for
achieving work-conserving.

o LCCF without work-conserving (LCCF-wo-WCQ):
makes no attempt to fully utilize the residual link
capacities after the job with the least number of
completed coflows has been scheduled.

o Parrot without work-conserving (Parrot-wo-WQC):
shares all processes with Parrot except the work-
conserving. More specifically, it disables Step 10
when running Algorithm 1.
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o Lower Bound (LB): The lower bound of a job’s
JCT is calculated by assuming it to monopolize
network, i.e., the sum of effective CCTs of all its
child coflows. The lower bound on total JCT can
then be computed directly.

6.1 Simulation setup

Network: We simulate an ML cluster consisting of 128
servers. We mainly consider two network scenarios,
where the ingress/egress link capacities of all servers are
set to 10Gbps and 40Gbps, respectively.

Workloads: We use Microsoft job trace [27] which has
60 ML jobs. For each job, the trace contains its arrival
time, number of desired GPUs, number of iterations, ML
model name, and duration. We scale up the number of
GPUs for each job by two times. For each job, all the
required GPUs serve for workers, and we construct an
equal number of PSs and workers. Each GPU serves for
one worker only, and each PS or worker can only be
placed on one server. Note that we do not use GPUs
for PSs because PSs simply aggregate parameter updates
from all workers and typically do not need GPUs. We
then randomly place each job’s PSs and workers in the
simulated ML cluster. We generate traffic between PSs
and workers for each push/pull phase of a job by fol-
lowing the all-to-all traffic pattern. To fit job durations,
we let the jobs with longer per iteration duration to have
larger coflow length. To be particular, we set the largest
coflow length among all jobs to 1000MB and then make
the coflow length of each job to be proportional to its
per iteration duration. After the length of a coflow has
been determined, its individual flow sizes are randomly
selected within its length. The results from Fig. 5 to Fig. 8
are based on this 60-job workload.

We further generate 100 jobs based on the above
characteristics. Specifically, we randomly sample 1 job
from the 60-job workload by 100 times and hence get 100
jobs. We keep all job information while enforcing their
arrivals to follow a Poisson process. We vary the average
inter-job arrival interval p from 100ms to 1000ms, so as to
evaluate the impact of network load on Parrot. The results
from Fig. 9 are based on this 100-job workload.

Simulator: We evaluate Parrot with an event-based
flow-level simulator by performing a replay of the above
workloads. Our simulator preserves dependencies be-
tween coflows and assumes perfect computation opti-
mization: a coflow can start immediately after its depen-
dent coflow finishes. Our simulator makes scheduling
decisions only when observing a coflow becoming newly
valid or being completed. We denote the observing inter-
val as 7. We will vary n from 1ms to 100ms to evaluate its
impact on Parrot.

Parameter settings: Unless otherwise specified, we set
the observing interval n to 10ms, the maximum occu-
pancy ratio of the inferred SRPT job 60,4, to 0.9.
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6.2 Simulation results

Performance on JCTs: Fig.5 first depicts the total JCTs ob-
tained by different schemes with 10G and 40G networks.
From this figure, we have the following observations.
First, Parrot is closest to the Lower Bound, with the total
JCT being up to 2.75x its lower bound, compared to
other schemes. Second, across the 10G and 40G networks,
Parrot can reduce the total JCT by up to 58.4% and 91.3%,
compared to Aalo and LCCF, respectively. These results
directly verify the efficiency of Parrot. Third, when work-
conserving is disabled, each scheme incurs a relatively
high total JCT. The reason is straightforward because
some bandwidth will be wasted when disabling work-
conserving. Fourth, the reduction in total JCT achieved
by Parrot in the 40G network is less than that in the 10G
network. The underlying reason is that the 40G network
is not as congested as 10G one given the same workload,
thus reducing the optimization space that Parrot can take
effect for minimizing total JCT. Fifth, LCCF performs
worse than Aalo because the job with the least bytes sent
is more likely to be a short job, as compared to that with
the least number of completed coflows.

To understand the improvements of Parrot on a micro-
scopic level, we further plot the CDFs of JCT for all jobs
achieved by different schemes under both 10G and 40G
networks in Fig. 6. The higher the CDF curve, the lower
JCT the corresponding scheme can achieve. Clearly, in
both 10G and 40G networks, the CDF curve of our Parrot
is highest among the curves of all schemes excluding
Lower Bound. Specifically, in the 10G network, 78.3%
of jobs experience a JCT smaller than 10 seconds, while
that factions for Aalo and LCCF are 48.3% and 8.3%,
respectively. The results in Fig. 6 has the same trends

maximum occupancy ratio 6,4, in both 10G and
40G networks.

as that in Fig. 5, i.e., for each scheme, disabling work-
conserving leads to relatively high JCTs; the performance
advantages of Parrot in 40G network is not as significant
as it is in 10G network, given the same workload.
Impact of scheduling-event observing interval 7: So far,
the length of 7 is set to 10ms. Intuitively, a larger n will
make the scheduler to miss some potential optimization
opportunities. For example, if a coflow is completed in
the middle of a specific observing interval, it can only
be observed at the end of this interval. Afterward, the
scheduling will be invoked. To quantify the impact of 7,
we use the same settings as above, but vary the observing
interval 7 from 1ms to 100ms. Under varying 7, Fig. 7
plots the total JCTs achieved by different schemes in both
10G and 40G networks. We can observe that for most
schemes excluding LCCEF, the total JCT increases with
the growth of 7. This is reasonable because a larger 7
makes the system to have less frequency in observing
the scheduling events, resulting in fewer optimization
opportunities for reducing total JCT. One may question
why LCCF’s total JCT does not grow as 7 increases.
The reason might be that LCCF gives higher priorities
to the jobs that are not shortest or SRPT ones, and hence
larger n provides LCCF fewer opportunities to carry out
such mis-prioritization. One may further wonder why
Parrot performs worse than Aalo when 7 increases to
50ms/10ms in the 10G/40G network. The underlying
reason is that with a larger 7, Parrot cannot quickly
observe a scheduling event, and hence the SRPT job
will be delayed to be scheduled, causing a higher total
JCT. Despite this, as the observing interval is usually
set to 10ms or even sub-millisecond in existing network
systems [21, 48], Parrot can show significant performance
merits over all the other schemes.
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Fig. 9. Total JCTs achieved by various schemes under varying network
load in both 10G and 40G networks.
Impact of maximum occupancy ratio 6,,,,: Recall that
Parrot ensures the inferred SRPT job not to monopolize
the network in case that it is not the SRPT one. Hence,
it configures a value 6,,,, to enforce the ratio of link
bandwidth that the inferred job can use to not exceed
Omaz- From Theorem 4, we note that the performance of
Parrot depends on the value of 6,,,4,. We vary 6,,,,, from
0.55 to 0.95 and keep all the other settings unchanged, so
as to evaluate the impact of 6,,,4,. The results are shown
in Fig. 8. We observe that the total JCT with a low value
of Opas (i-e., < 0.75) is smaller than that with a high value
0f 04z These results are approximately aligned with the
implications in Theorem 4 that the larger the 6,,,,, the
looser the upper bound is for the total JCT achieved by
our Parrot. Despite that a larger 6,4, leads to a looser
upper bound for total JCT, our Parrot can still outperform
Aalo and LCCF under a high 6,4, = 0.9.
Impact of network load: In this experiment, we use
the 100-job workload described in Sec. 6.1. These jobs
follow Poisson arrival patterns. To construct different
network loads, we control the average inter-job arrival
interval p. In fact, the network load is closely related to
i. When all jobs arrived at the same time, ie., u = 0,
the network is always full utilized for a long time. When
i becomes larger and larger, less load will be injected
into the network, and there will be fewer concurrent jobs
sharing the network. We vary the inter-job arrival interval
 from 100ms to 1000ms and plot the total JCTs achieved
by different schemes under varying y in both 10G and
40G networks in Fig. 9. We can clearly observe that the
total JCTs of all schemes decreases as the increasing of
because a larger p incurs a lower network load. We can
further observe that Parrot can always achieve the lowest
total JCT among all other schemes in the 10G network,
irrespective of the change of u. Specifically, compared
to Aalo and LCCE Parrot can reduce the total JCT by
up to 61.6% and 80.9%, respectively. Under the 40G
network, Aalo achieves nearly the same total JCT with
Parrot. The reason is again that the 40G network enables
Parrot to have fewer optimization opportunities. One can
also observe that each scheme performs worse than its
original scheme if its work-conserving is disabled. This is
because that some bandwidth is inevitable to be wasted
when disabling work-conserving.
Impact of PS number: The above experiments all con-
sider an equal number of PSs and workers for each job.
In this experiment, we make the number of workers and
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Fig. 10. Total JCTs achieved by various schemes under varying maxi-
mum number of PSs (i.e., A) in both 10G and 40G networks.
PSs different for each job. Specifically, we use the 60-job
workload but control the number of PSs not exceeding a
predefined threshold of A. In other words, the number of
PSs for each job is randomly chosen in the range [1, A].
The number of workers for each job is unchanged. We
generate traffic for each job using the similar way as
described in Sec. 6.1. Fig. 10 depict the total JCTs achieved
by different schemes under varying values of A in both
10G and 40G networks. It is clear that Parrot achieves a
lower total JCT than all other schemes across all settings
of A in both 10G and 40G networks, and has a little gap
to the ideal lower bound. More specifically, compared to
Aalo and LCCF 10G (40G) network, Parrot can reduce
the total JCT by up to 51.9% (2.9%) and 73.2% (61.6%),
respectively. Across all settings, the total JCT achieved by
Parrot can be as low as 1.26x it’s lower bound and is at
most 2.6x the lower bound. We can further observe that
the total JCTs achieved by all schemes increase with the
growth of A. The reason is that we use the all-to-all pat-
tern to generate traffic between PSs and workers. Hence,
a larger maximum number of PSs could lead to a higher
traffic load in the network given the unchanged number
of workers, thus leaving more space for our Parrot to
take effect for reducing total JCT. These results directly
demonstrate the efficiency of our Parrot in reducing the
total JCT in scenarios with a different number of PSs and
workers per job.

Maximum num. of PSs

7 DISCUSSION

Considering computation time: So far, our work only
considers communication time for DML jobs. However,
the workers take time to compute parameter updates,
and the PSs also need time to aggregate updates from
all workers. A simple way to consider such computation
time would be to assume it to be a constant. To be
particular, one can use e,,  to represent the computation
time associated with the coflow k € C,,,. As such, we need
to make three changes to our model. First, the completion
time of each job m € J should be updated as

Tm =Tm + Z (em,k + F7n,lf)
kECm
Second, for every job m’s every coflow k €€ C,,, its CCT
should consider the computation time, as shown in the
following.
Tm,k =Tm + €m,k + Fm,k + Z (em,k’ + Fm,k’) (37)
k' <k€cm

(36)
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Third, additional constraints should be introduced to
prevent any coflows from transmitting data during the
computation time. Specifically, Vm € J,Vk' < k €
Cm,Vi,j € N, we have the following equality

Tm,k""'em,k
/ b ki, ()dt =0, (38)
T i
With Egs. (36)(37)(38), one can get a new model
bmff(t) Z T, s.t. Egs. (1)(2)(3)(4)(5)(6)(38)  (39)

meJ

To solve this new model, one can use the unmodified
Algorithm 1. However, this will make Theorem 4 in-
valid, and no guarantee can be provided on the upper
bound of total JCT. The crux is that the number of
concurrent jobs (i.e., |Ja|) may not be equal to that of
concurrent coflows (i.e., |Cq|) since some jobs may be in
the computation stage. One possible way would be to
always find the set of concurrent jobs (e.g., |Jo|) that
are in communication stages. Then, one can define the
occupancy ratio ¢ and the weight W,,,4, for the inferred
SRPT job with this new set |7o|. In such a case, we can
still guarantee the total JCT to be no more than %
times the optimum. Specifically, one can update the lower

bound as TV > 33 (7 + Yyec,, (emn + oY),

m,k
Then, one can define T?EALG) Zmej Zkecm €m k-
Since each job has only one active coflow at any time,
|Ja| now equals to |Co| and Egs. (33)(34) still hold.

As such, one can similarly have 7(ALG) — A9

ALG ALG
T2( e T?E ) < Ymes Tm t Xmes Zkean emk +

M (03) M
[0, 2omed 2okl Lk = T=g,as | 2omeg Tm +
(03) T(01)

ZmGJ Zkecm (€m7k + Fm,k )) S 1 2/1

Allowing multiple active coflows per job: Our work
assumes that there is only one active coflow per DML job
at any time. However, this assumption would be invalid
in scenarios supporting overlapping communication with
computation [8, 49] because a DML job may have mul-
tiple active coflows. While dealing with multiple active
coflows per job is out of our paper’s scope, a possible
design would be to divide the time into discrete timeslots
and leverage a centralized arbiter to determine which
flows can be transmitted in each timeslot. Specifically, in
each time slot, the arbiter could first employ a two-stage
ordering method to compute an order in which the con-
current flows are scheduled. The first stage is to order the
flows in the job-level, meaning that the flows in higher
priority jobs should be prioritized over those in lower
priority ones. The policy in determining jobs” priorities
could be shortest-effective-bottleneck-first. The effective
bottleneck of a job can be computed as the longest layer-
wise communication time per iteration. The second stage
is to arrange the flows in the individual flow-level, where
one can let the flow with the latest arrive time have the
highest priority to ensure the forward computation of
the former layer being started earlier. For flows having
similar arrive times, one can prioritize larger flows over
shorter flows to ensure the bottleneck flow in a coflow
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can be finished first. With such an order, the arbiter
can process the flows in order, i.e., greedily allocating
a source-destination pair if allocating the pair does not
violate the bandwidth constraint. As such, the maximal
matching can be achieved, meaning that none of the
unallocated flows can be allocated while maintaining the
bandwidth constraints. We leave this as future work.

Predicting job duration: So far, our work predicts the
remaining progress of a job using the already attained
service, which is essentially a heuristic and relies on
heavy-tailed workload distribution to achieve good per-
formance. A promising approach is to use ML technique.
For example, one can use (online) model fitting [50]
to predict the number of iterations required to achieve
convergence for a job and then estimate the remaining
progress by multiplying the observed average iteration
time and the remaining iterations. This approach may
require the DML job to have smooth loss curves. How-
ever, for many poor models during a trial-and-error
exploration, their loss curves are not as smooth as the
curves of the best model ultimately picked at the end
of exploration. So, a more promising approach would be
to learn job size from past system traces. We leave it to
future work.

8 RELATED WORK

There are tons of literature related to Parrot. We only
review the most related ones below.

Coflow-aware network scheduling: Coflow schedul-
ing has been widely used to improve the communication
performance for distributed data-parallel jobs because
coflow abstraction can capture the application-level se-
mantics better than traditional individual flow model.
Existing solutions focus on scheduling coflows from ei-
ther single-stage or multi-stage jobs. Single-stage solu-
tions concentrate on the primary performance metric—
coflow completion time (CCT). They leverage efficient
heuristics or approximation algorithms to minimize the
average CCT [16-21, 24, 25, 51, 52], minimize the total
weighted CCT [53], guarantee CCT within a specific
deadline [17, 54, 55], and ensure fairness among coflows
with respect to CCT [22, 23, 56, 57]. However, optimizing
CCT does not help for multi-stage jobs, because their
coflows have dependencies. Hence, optimizing JCT is
more relevant for multi-stage jobs. To this end, Aalo em-
ploys a heuristic [20], which cannot provide a theoretical
guarantee on the average JCT. Hence, Tian et al. [26]
propose an approximation algorithm, which, however,
relies on complete job information and involves solving
a complicated LP program, making it being impractical.

Network optimizations for DML jobs: There are
some other techniques to optimize the network perfor-
mance for DML jobs. For instance, Hsieh et al. pro-
pose Gaia [11], which only sends significant gradients
to servers in wide-area networks to speed up DML job’s
completion. Similar ideas are adopted in [12] and [13],
which employs various filters to reduce communication
between workers and parameter servers. Zhang et al. [8]
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present a communication architecture for DML on GPUs,
which explores layered ML model structures to hide the
communication overhead behind backpropagation, and
hence accelerate DML jobs. Taking a step further, Jayara-
jan et al. [58] propose P3, which can overlap communica-
tion with both forward and backward propagation using
priority scheduling in MXNet architecture. Peng et al. use
a similar idea and present ByteScheduler [49], which is
different from P3 as it is a generic communication sched-
uler and can support multiple ML frameworks, including
MXNet, PyTorch, and TensorFlow. Bao et al. further de-
sign PACE [59], which uses preemptive communication
scheduling and tensor fusion to guarantee maximal over-
lapping of communication with computation for DAG-
based DNN training and achieve high bandwidth uti-
lization as well. TicTac [10] proposes finding the best
scheduling order of network transfers through critical
path analysis on the underlying computational graph, so
as to guarantee a near-optimal overlap of communication
and computation, improving the iteration time. While
the works above can improve network performance ef-
ficiently for DML jobs, they mainly focus on accelerating
communication for single job and are orthogonal and
complementary to our work.

There are also some other efforts adopting the idea
of prioritizing the short flows or coflows while avoiding
them monopolize the network. For example, Varys [17]
allocates the least amount of bandwidth to each sched-
uled (and short) coflow, so as to make all the flows in a
coflow to keep the same pace and allow other coexisting
coflows to make progress as well. Sincronia [25] uses an
SRPT-like policy to order all unfinished coflows first and
then sets the priorities of flows to be the order of their
corresponding coflows. As such, flow scheduling and
bandwidth allocation can be done by existing priority-
enabled transport where different priority queues typi-
cally share the link bandwidth in a weighted manner, and
weights are based on the queues’ priorities. OMCoflow
[24] leverages weighted sharing to allow large coflows to
have more bandwidth and small coflows relatively less
bandwidth. The solutions above all require prior knowl-
edge of coflow characteristics like the number of flows
and their sizes. Of course, there also exist information-
agnostic solutions. For example, PIAS [47] and Aalo [20]
use multiple-level feedback queues (MLFQ) and move
flows/coflows gradually from higher-priority queues to
lower-priority queues based on their total bytes sent,
with the aim of prioritizing short flows/coflows over
large ones. Besides, weighted fair queuing is adopted
across queues to avoid starvation. However, the grad-
ual priority demotion mechanism takes time to move
large flows/coflows to low-priority queues, increasing
the risk of allowing short and large flows/coflows to
share the congested link and hence prolonging the short
flows/coflows. By contrast, our Parrot can reduce such
risk. Once a job is identified as an SRPT one, Parrot can
separate it from other jobs by assigning a high weight to
it and maintaining the same and relatively low weight for

14

the remaining jobs.

9 CONCLUSIONS

In this paper, we study the problem of scheduling de-
pendent coflows of multiple DML jobs to minimize the
total JCT. We formulate the problem and prove its NP-
hardness. We present an online coflow-aware scheduler
called Parrot. Each time, Parrot employs a LPCAS heuris-
tic to infer the SRPT job first. It then allocates the in-
ferred job a relatively large amount of bandwidth while
not starving any other job by proposing a dynamic job
weight assignment mechanism and a LP-based weighted
bandwidth scaling strategy. We have conducted rigorous
theoretical analysis to prove that our Parrot algorithm
can provide a non-trivial competitive in minimizing the
total JCT for any given set of jobs. Extensive simulations
based on realistic workloads demonstrate that Parrot
outperforms the state-of-the-art solution, with the total
JCT being reduced by 58.4%.
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