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Abstract—Remaining useful life (RUL) prediction has
been increasingly considered in many industrial fields for
the reliability and safety of their systems. As a data analy-
sis tool of deep learning, deep convolutional neural network
(CNN) shows great potential for RUL prediction. This paper
proposes an intelligent RUL prediction method based on a
double-CNN model architecture. Given the powerful feature
extraction capability of CNN, the proposed method is fed
with original vibration signals with no need to resort to any
feature extractor, which can also retain the useful informa-
tion in maximum. The prediction includes two stages: first,
incipient fault point is identified by the first CNN model and
a proposed “3/5” principle; then, the second CNN model is
constructed for RUL prediction. In practice, RULs of identi-
cal components are different from each other, which poses a
major challenge in RUL prediction. To overcome this prob-
lem, an intermediate reliability variable is first calculated
in this paper, instead of directly predicting the RUL value.
Then, a mapping algorithm is proposed to map reliability
to RUL. To demonstrate the effectiveness of the proposed
method, data of four tests of bearing degradation are utilized
for RUL prediction. Compared with state-of-the-art methods,
the proposed method shows higher prediction accuracy
and robustness. The prediction results and evaluation in-
dexes demonstrated the effectiveness and superiority of the
proposed method.

Index Terms—Convolutional neural network (CNN), deep
learning, prognostic and health management (PHM),
remaining useful life (RUL) prediction.

I. INTRODUCTION

A S AN effective way to avoid unnecessary maintenance
activities and improve safety reliability and availability,

prognostics and health management (PHM) has gained a lot
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of attention in the last few decades, with remaining useful life
(RUL) prediction constituting a challenging prognostic task [1].
A reliable and accurate estimation of RUL not only allows for ef-
fective predictive maintenance, thus protecting the system from
faults and resource wasting, but also can avoid catastrophic fail-
ures and casualties [2], [3]. Therefore, it is important to develop
RUL prediction methods [4].

According to the literature, there are different ways to catego-
rize the RUL prediction methods. In general, they can be clas-
sified as follows: physics-based, data-driven, and hybrid [5].
Physics-based approaches, also known as model-based, take
advantage of prior knowledge on the degradation and failure
mechanisms to model the degradation and failure behavior of
an equipment mathematically [6], e.g., Paris–Erdogan model
[7] and exponential model [8] for crack propagation with parti-
cle filtering used as parameter estimator [9]. However, often in
practice, it is difficult, even impossible, to obtain enough prior
knowledge for physics-based methods. In this case, data-based
approach is proposed as an alternative. It relies on historical
run-to-failure data for estimating the RUL via different machine
learning methods [10], [11]. Most of these methods consist of
two stages: an offline learning with feature extractor and degra-
dation state learner; an online stage for RUL estimation via the
learned model. Support vector regression (SVR) [12] and artifi-
cial neural network (ANN) [13] are two widely used regression
methods. The last method is hybrid, which combines the ad-
vantages of the previous two methods: physics knowledge is
used to build the model, and the parameters are optimized by
data-driven methods for accurate RUL estimation.

Although prognostics methods have been widely studied, they
still suffer from some disadvantages. First, most methods are ap-
plied of feature level. A feature extractor can be beneficial, be-
cause it can transform the original signal into low-dimensional
vectors for easier match or comparison [14]–[16]. However, on
the one hand, it excludes a lot of information during the fea-
ture extraction process, while some information can be useful.
On the other hand, it also makes the prognostic process time-
consuming, because it is often designed entirely handcrafted
and rather specific for every new task. Therefore, although
data-driven methods reduce the dependence on prior knowl-
edge, the results are still highly dependent on experience [17].
Second, most of the prognostic methods do not take into ac-
count the differences between degradation patterns, as well as
the failure threshold (FT), which could influence the prediction
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performance greatly and vary from many internal or external fac-
tors, such as the change of operation condition, mission profile,
or processing technique. Finally, most methods in the literature
only consider the current prediction but ignore the prediction of
previous time, which can also be valuable. As a result, the the-
oretical lifetime of a mechanical equipment can be influenced
greatly by accidental error and noise, and therefore be different
from the actual RUL [18].

Deep learning is a burgeoning new area of artificial intelli-
gence that can learn a hierarchy of features by building high-
level features from low-level ones automatically and accurately
[19]. As a representative deep learning model, convolutional
neural network (CNN) has achieved tremendous success in im-
age recognition and speech tasks, because of its superior feature
extraction and object recognition performances, and is also at-
tracting attention in the industrial field [20]. For instance, a
CNN based on LeNet-5 is proposed for fault diagnosis, which
converts signals into two-dimensional (2-D) images and then
extracts features from these images to eliminate the effect of
handcrafted features [21]. An NB-CNN method is proposed
based on CNN and a Naive Bayes data fusion scheme to ag-
gregate the information extracted from each video frame and
enhance the overall performance of the system [22]. A deep
normalized CNN is proposed in [23] for imbalanced fault clas-
sification of machinery. However, although the application of
CNN has been developed well, there are few research works
about the RUL prediction, which is always a difficult problem.

In this paper, a double-deep CNN framework-based intelli-
gent RUL prediction method is proposed. The proposed method
makes four contributions.

First, the proposed method is a signal-level method, which can
deal with raw signals directly, instead of relying on the feature
extractor. The reduction of the demands for prior knowledge,
physical model, and human labor makes the proposed method
more intelligent and adaptive.

Second, the proposed double-deep learning framework con-
sists of two deep CNN architectures. Different degradation pat-
terns are considered in the proposed framework. Then, the in-
cipient failure (IF) point can be calculated in the first network.
In this way, the RUL can be estimated in the second CNN layer
through its corresponding degradation model from the IF point.

Third, due to changing operational conditions and strong
background noise, the prediction results can be influenced by
abnormal points. In the proposed method, predictions of earlier
times are also taken into account by a weighted algorithm to
mitigate the effects of abnormal points and ensure the stability
of the algorithm performance.

Finally, the RUL of different components, even the same
component of different batches, can be different from different
manufacturing conditions. Therefore, in instead of directly cal-
culating the RUL using deep learning method, the operational
reliability is first computed and, then, mapped to the RUL.

The rest of this paper is organized as follows. In Section
II, the proposed intelligent RUL prediction method based on
deep multi-CNN is described in detail. Then, the model is eval-
uated by accelerated degradation tests of bearing in Section
III. In Section IV, the results are discussed, as well as the

Fig. 1. An illustration of a CNN consisting of a pair of a convolutional
layer and a pooling layer in succession.

comparison with state-of-the-art RUL prediction methods.
Section V concludes this paper.

II. PROPOSED FRAMEWORK

Based on the traditional CNN, a deep double-CNN frame-
work is proposed in this paper for RUL prediction. Two CNN
architectures are integrated in the proposed framework: the first
CNN for incipient failure threshold (IFT) identification, and the
last one for RUL prediction.

A. Convolutional Neural Network

CNN is a special feed-forward neural network that can extract
topological properties from the inputs [24]. Different from the
traditional feed-forward ANN, it simulates three architectural
properties of the visual cortex cell to ensure some degree of shift,
scale, and distortion invariance: local receptive fields, shared
weights, and subsampling [25]. As shown in Fig. 1, there are
two basic modules in CNN, including convolution operation,
which implements the first two properties of CNN, and pooling
for subsampling [26].

Convolution is an operation on two functions. For example,
suppose I is a 2-D image input, and K is a 2-D kernel. The
convolution z of I and K can be calculated as

z[i, j] =
∑

m

∑

n

I[i + m, i + n]K[m,n] = (I ∗ K)[i, j]. (1)

The convolution kernel, also called the weight, slips across the
input image and performs the convolution operation with each
corresponding local receptive field. In this way, the network
greatly reduces the unnecessary parameters because all local
parts can share the same weights and, therefore, avoids the
overfitting problem.

Pooling is another important operation in CNN, through
which the output of the net at a certain location is replaced
with a summary statistic of the nearby outputs. It is performed
mainly to reduce the calculation cost, characterize the transla-
tion invariance, cut down the input dimension, and control the
overfitting risk. Invariance to local translation can be very use-
ful because we care more about whether some feature is present
than exactly where it is [27]: considering an industrial signal
as an example, whether the mechanical component is faulty is
much more important than finding out which part of the signal
shows the failure information.
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The most commonly used pooling operation is max-pooling,
which outputs the maximum number within a rectangular
neighborhood, called the pooling size. In this paper, the max-
pooling operation is used in the deep CNN architecture.

Apart from local receptive fields and shared weights, dropout
is also applied in the proposed method to reduce the risk of
overfitting problem. Dropout refers to dropping out units (hidden
and visible) in a neural network. That is, randomly let some
neurons to be zero. The primary idea of dropout is to randomly
drop components of neural network (outputs) from a layer of
neural network. By dropping a unit out (that is, temporarily
removing it from the network), along with all its incoming and
outgoing connections, the corresponding unit is retained with a
fixed probability independent of other units. The thinned outputs
are then used as input to the next layer. The resulting neural
network is used without dropout.

B. CNN Classification Model for IF Point Identification

The identification of the IF point is the first task of RUL pre-
diction because signals offered before the IF point provide little
information on the degradation process. Finding the IF point is
difficult because the same machines in different conditions have
a large variation in the signals [28]. If the IF point is determined
earlier, the system is likely to give many false alarms; if it is too
late, then some useful signals and information can be lost and
make the prediction less accurate.

The IF point is often determined experimentally due to the
difference between machines at failure [29], [30]. However,
experimentation can be time- and energy-consuming. Therefore,
the proposed framework addresses the problem by automatically
extracting the inherent differences between normal and failure
signals, thus reducing the need for prior knowledge, data, and
experimentation.

This is done through the use of CNN, which is a type of deep
learning model in which trainable filters and local neighbor-
hood pooling operations are applied on raw inputs alternately,
resulting in a hierarchy of increasing complex features [20].

Therefore, CNN is used to identify the IF point in this step.
The degradation patterns are divided into two types: rapid degra-
dation and slow degradation. Two CNN models are trained as
follows:

1) The vibration signals of mechanical components life tests
under these two patterns are collected and saved as the
training data.

2) For each kind of vibration data, the signals in normal stage
are labeled as 0; and those in faulty stage are labeled as
1.

3) These signals are used to train the IFT identification CNN
models to distinguish the faulty and normal signals.

During the RUL prediction process of an unknown test, the
vibration signals are imported into the CNN classification mod-
els successively. When the output of the CNN model becomes
1 from 0, IF point is detected. However, industrial systems are
not ideal model, and they can be always influenced by strong
noise or fickle operational conditions. Even when the system
is normal, the output of the CNN classification model can be
1 due to the influence of accidental error. Therefore, inspired

Fig. 2. Procedure for IF point identification. The label of normal sample
is set to be 0; and the label of faulty sample is set to be 1.

Fig. 3. RMS of two degradation patterns. (a) Sudden degradation.
(b) Slow degradation.

by [31], a “3/5” principle is applied in this step: if for three
times the model output is one in five sequential times, then in-
cipient failure is detected. In this way, the IF point detection
can be more stationary. The flowchart of this step is shown in
Fig. 2. The IF point here can be regarded as the alarm, which can
remind the operator ahead of time and perform fail-safe reac-
tions, such as shutting down the failed components and making
repair/replacement.

C. Degradation Pattern Recognition

Degradation patterns on even identical complements vary due
to different operational conditions, materials, manufacturing, or
processing techniques [4]. Most of them follow two types of
increasing trend of degradation patterns: for the first, in Fig. 3(a),
the root-mean-square (rms) of vibration signal shows a sudden
increasing trend; for the second, Fig. 3(b) shows a gradually
increasing trend.

Because the first degradation pattern can lead to totally failure
of industrial system in a short time, it should be considered first.
Therefore, once the tested component begins to degrade, which
can be determined by CNN classification model in the previous
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step, each degradation process is set to be the sudden degradation
pattern at the beginning. Based on the physical manifestation
of the sudden degradation pattern, if rms doubles after a few
samples (usually two or three samples), this process is regarded
as the first degradation pattern; otherwise, the alarm all-cleared,
and this degradation process is regarded as the second pattern.

D. CNN Regression Model Between Original Signals
and the Reliability Percentage

The RUL of some mechanical equipment can be quite differ-
ent from each other. Therefore, instead of calculating the RUL
directly, reliability is first calculated, and, then, the reliability is
converted to the RUL. At the beginning, the equipment is nor-
mal and the output of the regression CNN (the second CNN) is
one, and its reliability is taken equal to 100%. When the equip-
ment is complete failure, its reliability is zero. Then, a mapping
algorithm is proposed to map the reliability to the RUL. In this
way, the problem of time variance can be solved.

The objective of this step is to fit the degradation process
(usually the rms trend) with nonlinear functions. Exponential
function is one of the most commonly used methods because
typically the rms trend is a similar exponential form. How-
ever, exponential function cannot be fitted with all degradation
process due to the variability of mechanical systems and opera-
tion conditions. Therefore, a CNN regression model is used to
fit the nonlinear degradation process, which can calculate the
reliability based on training data. This is because deep learn-
ing methods allow computational models that are composed
of multiple processing layers to learn representations of data
with multiple levels of abstraction [26]. Therefore, CNN can fit
more complex nonlinear functions than exponential functions
theoretically. Two CNN models are trained in this step, one for
regressing rapid degradation and the other one for slow degra-
dation. Instead of using partial dataset to train the classification
models in the second step, two regression CNN models are
trained via all of the collected training data.

First, the collected vibration signals of the life test are im-
ported into the CNN classification model as the training data
to determine the IF point. Then, the labels corresponding to the
training data are set to be linearly decreasing

y2(i) = R(i) =

⎧
⎪⎨

⎪⎩

1, Ti ≤ T1

1 − Ti − T1

Te − T1
, Ti > T1

(2)

where y2(i) is the label of the input at time ti . R(i) is the
reliability percentage of the training data at time ti . Te is the
total time of the test; T1 is the start time of IF; and Ti is the run
time for now. The graphical demonstration is shown in Fig. 4.

After importing the vibration signals, as well as their cor-
responding labels, the reliability prediction models under the
two degradation patterns can be learned by training the CNN
regression models.

E. Predicting the RUL of New Test Components

In this step, the trained CNN models are used to predict the
RUL of a new test component. First, the vibration signals of the

Fig. 4. Graphical illustration of reliability labels generation.

test component are collected. Then, based on the constructed
framework, the collected signals are cut into a time series sam-
ple X = x(1) , x(2) , ..., x(m ) . At the beginning of the test, the
degradation pattern is set to be the rapid degradation pattern,
and the time series samples are imported into the CNN classifi-
cation model of rapid degradation to identify the IF point. Based
on the “3/5” principle, if three times the model outputs zero in
five sequential times, then the experimental subject is judged as
incipient failure. After a few samples (always two to five sam-
ples), if rms doubles, then the degradation pattern is confirmed
to be the first one, and the reliability prediction can be contin-
ued. If rms does not double, this degradation is confirmed as the
second pattern. Then, the historical time series samples are im-
ported into the CNN classification model corresponding to the
second degradation pattern to identify the IF point again. Just
like the training data, the IF point of test data is also identified
following Fig. 2. Once the IF point is confirmed, the collected
time series samples are imported into the corresponding CNN
regression model for reliability estimation.

To solve the RUL time variability and obtain more accurate
results, the labels of the CNN regression model is constructed
as the reliability, and the results of the whole framework are
the estimated reliability ˆR(i). Then, the reliability is mapped to
RUL by a mapping algorithm proposed in this paper.

As shown in Fig. 4, at moment ti , let Tf (i) be the time from
IF point to Ti . So, Tf (i) can be calculated as

Tf (i) = Ti − T1 . (3)

Then, the estimated RUL from IF point to the final failure
ˆTu (i) at ti can be estimated by Tf (i) and ˆR(i) as in Fig. 4

ˆTu (i) =
Tf (i)

1 − ˆR(i)
. (4)

To eliminate the influence of accidental errors, which is com-
monly seen in industrial systems, a weighted algorithm is pro-
posed. That is, instead of using current signals to estimate RUL
directly in traditional methods, the previous estimation results
are also weighted into the proposed method, which can be math-
ematically expressed as

ˆTwu (i) = α1
ˆTwu (i − 1) + α2

ˆTu (i) (5)

where ˆTwu (i) is the weighted total RUL from IF point to the final
failure at ti ; ˆTwu (i − 1) is the weighted RUL from IF point to the
final failure at ti−1 . α1 and α2 are the weight factors of previous
results and current results, and α1 + α2 = 1. If the system is
easily to be influenced by noise or other accidental errors, the
calculated results are more sensitive and more likely to occur
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Fig. 5. Proposed framework.

Fig. 6. The architecture of the signal-level CNN classifier, including an input layer I1, a convolutional layer C2 with 20 × 64 convolution kernel, a
pooling layer F4 with 32 pooling size, a flatten layer F4, a fully connected layer F5, and a softmax classifier.

deviation, α1 should set to be bigger. And if the test system is
robust, the current result should take a larger proportion because
it makes use of more timely information, and therefore α2 should
be bigger.

Based on ˆTwu (i) and Tf (i), the estimated RUL is

ˆRUL(i) = ˆTwu (i) − Tf (i). (6)

In this way, the proposed framework not only implements
the mapping from reliability percentage to RUL, but also solves
the RUL time variance problem, as well as the effect from
background noise to the results.

The proposed framework for mechanical equipment RUL pre-
diction is schematically represented in Fig. 5.

III. CASE STUDY

A. Dataset Description

The experimental data come from the publicly available
PRONOSTIA platform, which has been widely used to ver-
ify the effectiveness of RUL prediction methods [32]. During
the experiments, a radial force of 4 kN is applied on the test
bearings to conduct accelerated life tests. The rotating speed

of bearings is set as 1800 r/min. Two vibration sensors with
25.6 kHz sampling frequency are mounted on the bearing to
monitor the degradation process: one is set on the vertical axis,
and the other one is on the horizontal axis. In this paper, the
vertically collected signals are used for analysis. The length of
every sample is 0.1 s with 2560 points, and the sampling is re-
peated every 10 s. All tests are stopped when the amplitude of
the vibration signal exceeds 20 g. The experimental system, as
well as the tested bearings before and after a test, can be found
in [32].

B. Constructing CNN Classification Models for IF
Point Identification

At the beginning of the analysis, a five-layer deep CNN
model is first constructed as shown in Fig. 6, including a in-
put layer (I1), a convolutional layer (C2), a subsampling layer
(P3), a flatten layer (F4), a fully connected layer (F5), and a
softmax classifier. In this experiment, the convolutional ker-
nel in C2 layer is set to be 20 with 64 feature maps. Because
the vibration signals are imported into the CNN model directly
without any feature extraction, the convolutional kernel is a
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TABLE I
PARAMETERS OF THE OPTIMIZATION ALGORITHM

one-dimensional vector instead of a 2-D matrix in traditional
methods. Then, a pooling operation is applied in the following
P3 subsampling layer. This leads to the same number of C2
feature maps with a smaller resolution. After flatting the out-
puts of P3 in F4 layer, the outputs are used as the input of F5
to dense the feature maps and reduce the dimension. Suppose
the number of hidden units in F5 is a, then a a × 1 vector is
used as the input of softmax classifier and the final output is
the number of categories. In this paper, there are 1024 hidden
units in F5, so there are 1024 inputs imported into the softmax
classifier. Dropout is added in S3 layer and F5 layer in Fig. 6.
And dropout is set to be 0.25. The proposed method is imple-
mented based on GPU: NVIDIA GeForce GTX 1060. For the
first CNN model (classification CNN), the train time is 50.62 s,
the test time is 0.32 s, and the GPU memory cost is 3416 Mb.
For the second CNN model (CNN regression model), the train
time is 57.96 s, the test time is 0.31 s, and the GPU memory
cost is 3722 Mb. SVR is implemented based on CPU: Intel Core
i7-6700 Processor, so there is no GPU memory cost. The train
time is 3.69 s and the test time is 3.68 s. Python 3.5 platform is
applied to implement the proposed method, and ReLU function
is used as the activation function. Adam algorithm is used as the
optimizer [33]. The parameters of the optimization algorithm
are selected as in Table I. Two CNN classification models need
to be trained to identify the IF point. In this experiment, the col-
lected vibration signals are cut into segments with 2560 points
(10 s), and each segment is regarded as a sample.

Two tests have been selected randomly for analysis. The vi-
bration signals of the two tested bearings are shown in Fig. 7(a)
and (b). It can be seen that the vibration amplitude of first bear-
ing increases rapidly, while the second one increases slowly,
which match with the two degradation patterns. Their vibration
signals are cut into the normalized samples and used for learning
CNN models in this paper.

For the first degradation pattern in Fig. 7(a), the rms of each
sample is shown in Fig. 7(c). It can be seen that the vibration
signal lasts 8710 s. And there are 871 samples, including about
828 normal samples, and about 43 faulty samples. The first 500
samples are selected as the normal training samples. And due
to the rapid degradation trend, there are few faulty samples.
For this test, all of the faulty samples labeled 1 are used for
training. To control the input scale into a reasonable range, a
“Min-Max scaling” normalization technique is applied, which
can be mathematically represented as

x(i) =
xmax − x(i)
xmax − xmin

(7)

where x(i) is the vibration amplitude at moment ti . xmax and
xmin are, respectively, the maximum and minimum values of all
the samples.

In the proposed framework, the Rectified Linear Units
(ReLU) function is used as the activation function for all CNNs,
due to its fast convergence speed [34]

f(z) =

{
0, if z < 0

z, otherwise
. (8)

The loss function is set to be the categorical cross-entropy.
For the second pattern, the waveform of its vibration signal

and the rms are shown in Fig. 7(b) and (d). It can be seen that
the vibration signal lasts 27 550 s, and there are 2755 signal
segments. The bearing begins to degrade from 1415th sample
and the degradation is slow. In this test, the first and the last
500 signal segments are used as normal and faulty samples to
train the second CNN classification model, which is constructed
the same as above.

After the CNN model is trained, all of the signal samples
are imported into it to confirm the IF point. The classification
results are shown in Fig. 8 in red lines. For comparison, an-
other method is also used for IF point confirmation [35], whose
results are marked with the green lines in Fig. 7(c) and (d). It
can be seen that in Fig. 7(a), due to the rapid degradation, IF
point can be easily confirmed at 828th sample (8280s) by both
methods. However, the IF point can hardly be decided because
the degradation process is slow and the indication of the bearing
condition swings between normal and faulty in Fig. 7(b). This
problem is solved by the proposed method because based on the
“3/5” principle, the IF point is confirmed at 14 150 s. Compared
with 17 330 s by the comparison method, this result is more
reasonable.

C. Constructing CNN Regression Models

In this step, the CNN regression models are constructed for
reliability estimation. For each test, the reliability can be calcu-
lated by (2) based on the IF point. Then, all of the samples after
IF point are imported into the CNN regression model, as well
as their corresponding reliability as their labels.

In this step, the CNN models are constructed almost the same
as the CNN classification model. There are three differences
between them.

1) Another fully connected network F6 with 32 hidden units
is added between F5 and the last layer to avoid the dra-
matical shrink of the network and eliminate its influence
on the analysis results.

2) Instead of using softmax classifier in the last layer, lo-
gistic regression is applied, and the outputs of logistic
regression are used as the estimated reliability ˆR(i).

3) Because the problem in this step is a regression problem,
the mean squared error is used as the loss function in this
model, instead of the categorical cross-entropy.

D. IF Point Identification of Test Data

After the CNN classification models and regression models
have been trained, two random tests are selected to verify the
effectiveness of the proposed method. The vibration signals of
the two tests are shown in Fig. 9(a) and (b).
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Fig. 7. Vibration signals of (a) the first train dataset and (b) the second train dataset. Waveforms of rms of (c) the first train dataset and (d) the
second train dataset.

Fig. 8. IF point confirmation results of (a) the first test and (b) the second test.

Fig. 9. Vibration signals of the two tests and their rms for verification of the proposed method: (a) vibration signal of the first test; (b) vibration
signal of the second test; (c) rms of the first test; and (d) rms of the second test.

As described earlier in the proposed framework, the vibra-
tion signals are first cut into segments. Then, these segments
are directly imported into the first CNN classification model for
degradation pattern and IF point confirmation. The rms of the
two tests are shown in Fig. 9(c) and (d). The IF points confir-
mation results of the first CNN model are shown in Fig. 10. It
can be seen that the IF points of the two tests are determined as
24 190 and 13 350 s, respectively. The IF point of the second test
is decided based on the “3/5” principle. As shown in Fig. 9(c),
the rms of the first test doubles within two or three samples

after its corresponding IF point, while the second test does not.
Therefore, the first test is identified as a fast degradation pattern
and the second test is identified as a slow degradation. Then,
their signal segments are imported into the corresponding CNN
classification models.

In addition, it can also be seen in Fig. 9(c) that there are
some salient points during the experiment, which, however, do
not mean that the bearing is faulty because the bearing still
works for a long time after these points. If rms is considered as
feature, these can hardly be distinguished from faulty samples by
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Fig. 10. Classification results of (a) the first CNN model and (b) the second CNN model.

Fig. 11. RUL prediction results of the first verification test. (a) Estimated reliability percentage R̂ by the proposed method. (b) RUL prediction
results by the proposed method. (c) RUL prediction result by SVR.

Fig. 12. RUL prediction results of the second verification test. (a) Estimated reliability percentage R̂ by the proposed method. (b) RUL prediction
results by the proposed method. (c) RUL prediction result by SVR.

traditional methods. Based on the “3/5” principle, the proposed
method solves the problem effectively.

E. RUL Prediction of Test Data

After the IF point of each test is confirmed, all the collected
samples are imported into their corresponding CNN regression
models. Based on the mapping algorithm proposed in this pa-
per, the RUL can be estimated. To illustrate the superiority of
the proposed method, SVR method is used to analyze the same
signals for comparison. SVR is a regression method that can
estimate a relationship between input and output random vari-
ables. It has been widely used in many research works for RUL
prediction because it has shown to be very efficient in mod-
eling nonlinear relationships between a target variable and a
set of predictor variables [12], [36]. 11 time- and frequency-
domain features, such as rms, mean, kurtosis of the samples
after IF points of the training data, and the corresponding RUL
are used as the training set of the SVR. The estimated relia-
bility, RUL prediction results, and the comparison of the RUL
prediction results of the two tests are shown in Figs. 11 and 12.

TABLE II
PREDICTION ERRORS OF THE PROPOSED METHOD AND SVR

The horizontal axis of Figs. 11(b) and (c) and 12(b) and (c) is the
current time, and the vertical axis is the prediction of remaining
time that can be operated, which is called the RUL. For a more
intuitive comparison, root-mean-square error (RMSE) and cu-
mulative relative accuracy (CRA) [37] are used as the prediction
indexes, and shown in Table II. To illustrate the performance be-
tween raw data and the CNN model in training procedure, the
RMSE and CRA of the two training datasets are also shown in
Table II. It can be seen that the proposed method performs well
both in training and testing procedures.
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It can be seen from Figs. 11 and 12 that the prediction results
of the proposed framework show high accuracy. Compared with
more than three errors of SVR in the two tests, the errors of the
proposed method have been decreased a lot. At the beginning
of prediction process, which is the most difficult part, the RUL
prediction results of the proposed method have little difference
with the actual RUL, while the SVR results are nearly two times
of the actual RUL. For the first test, the SVR result in Fig. 11(c)
is always worse than the proposed method, but it gets better
rapidly, because the first test is a rapid degradation pattern.
However, for the fast degradation pattern, predicting the RUL
early and accurately is important.

In the second test of slow degradation, it can be seen that
the RUL prediction result of the proposed method still shows
high accuracy and robustness for a long prediction time dura-
tion. However, the prediction result of SVR differs greatly from
the actual RUL until the last 100 s, which is why in Table II
the RMSE of SVR is nearly 10 times than the proposed method,
and the CRA is also worse. This is because the proposed method
is driven by original signals directly, and provides accurate IF
points, which not only guarantee the operational information
can be fully used, but also make sure the RUL regression CNN
model is trained accurately. However, even though the IF points
are calculated accurately, and the training data sets are guaran-
teed to be effective, there is still a large gap between the results
of SVR and real RULs. This can be explained as follows. In
the proposed method, a weighted algorithm is used to retain
the information before the current time, which can avoid the
influence of outliers, whereas SVR, as well as most RUL pre-
diction methods, only uses the features of the current sample.
And, once an outlier appears, the result can be influenced a
lot, which can also be seen in Figs. 11(c) and 12(c) that the
oscillating amplitudes of SVR results in waveforms that are
much larger than those of the proposed method. In addition,
different bearings show different degradation time. And train-
ing data sets are usually different from the test data sets, which
can lead to an incorrect result if the prediction model stays the
same with the training model if we estimate the RUL directly
as traditional RUL prediction methods. However, in the pro-
posed method, a relative reliability is first calculated, instead of
mapping the absolute RUL value directly in traditional meth-
ods. By replacing the absolute value with a relative value, the
time variance problem can be solved and RUL can be predicted
more reasonably.

To illustrate the noise robustness of the proposed method, the
raw signals are added with white Gaussian noise and colored
noise. The white noise n(t) is constructed with a mean value of
0, and variance of 1. The colored noise is constructed as follows:

nc(t) = n(t) − 0.5n(t). (9)

Then, the proposed method is used to analyze the two signals
under two different noise conditions. The prediction errors of
them are shown in Table III. It can be seen that the addition
of different noise only has a minimal influence on the perfor-
mance of the proposed method, which verified the noisy and
disturbance rejection abilities of the proposed method.

TABLE III
PREDICTION ERRORS OF THE PROPOSED METHOD UNDER TWO DIFFERENT

NOISE CONDITIONS

IV. CONCLUSION

A double-CNN framework was proposed in this paper for
intelligent RUL prediction. There are four major contributions
in this paper to improve the prediction accuracy. First, the pro-
posed framework was driven by original signals directly, which
can not only solve the problem of feature extraction, but also
retain the operational information. Second, two most common
degradation patterns (sudden increasing trend and slow increas-
ing trend) were considered to build different IF distinguishing
models and a RUL prediction model for each pattern to been
trained. Third, a weighted algorithm, as well as a “3/5” principle
was proposed to ensure the stability of the prediction and elimi-
nate or reduce the influence of abnormal points. Finally, an inter-
mediate variable was introduced in this paper to solve the RUL
time and performance variance problem, instead of construct-
ing a RUL regression model directly in traditional methods. To
verify the proposed method, its performance is compared with
SVR, which is widely used for RUL prediction. The results
clearly demonstrate the effectiveness of the proposed method.
When dealing with other datasets, the corresponding parame-
ters should be adjusted to ensure the performance, such as kernel
size and pooling region. Future work will focus on simplifying
the classifier as three classifications, that is zero as normal; one
as sudden degradation, and two as slow degradation, which will
improve the proposed method to be more compact.
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[30] T. Benkedjouh, K. Medjaher, N. Zerhouni, and S. Rechak, “Health as-
sessment and life prediction of cutting tools based on support vector
regression,” J. Intell. Manuf., vol. 26, no. 2, pp. 213–223, 2015.

[31] Z. Hameed, Y. Hong, Y. Cho, S. Ahn, and C. Song, “Condition monitoring
and fault detection of wind turbines and related algorithms: A review,”
Renewable Sustain. Energy Rev., vol. 13, no. 1, pp. 1–39, 2009.

[32] N. Patrick et al., “Pronostia: An experimental platform for bearings
accelerated degradation tests,” in Proc. IEEE Int. Conf. Prognostics Health
Manage., 2012, pp. 1–8.

[33] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
CoRR, vol. abs/1412.6980, 2014.

[34] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet classification
with deep convolutional neural networks,” Advances Neural Inf. Process.
Syst., pp. 1097–1105, 2012.

[35] A. Ginart, I. Barlas, J. Goldin, and J. L. Dorrity, “Automated feature
selection for embeddable prognostic and health monitoring (PHM) archi-
tectures,” in Proc. IEEE AutoTestCon, 2006, pp. 195–201.

[36] T. H. Loutas, D. Roulias, and G. Georgoulas, “Remaining useful life esti-
mation in rolling bearings utilizing data-driven probabilistic e-support
vectors regression,” IEEE Trans. Rel., vol. 62, no. 4, pp. 821–832,
Dec. 2013.

[37] A. Saxena, J. Celaya, B. Saha, S. Saha, and K. Goebel, “Metrics for
offline evaluation of prognostic performance,” Int. J. Prognostics Health
Manage., vol. 1, no. 1, pp. 4–23, 2010.

Boyuan Yang received the B.A., M.A., and Ph.D.
degrees in mechanical engineering from the
School of Mechanical Engineering, Xi’an Jiao-
tong University, Xi’an, China, in 2013, 2015, and
2019, respectively.

He currently is a Postdoctoral Researcher
with the School of Electrical and Electronic
Engineering, University of Manchester, Manch-
ester, U.K. His research interests include intelli-
gent manufacturing, machine learning, condition
monitoring, and wind energy.

Ruonan Liu (M’19) received the B.A., M.A., and
Ph.D. degrees in mechanical engineering from
the School of Mechanical Engineering, Xi’an
Jiaotong University, Xi’an, China, in 2013, 2015,
and 2019, respectively.

She is currently a Postdoctoral Researcher
with the Language Technologies Institute,
School of Computer Science, Carnegie Mellon
University, Pittsburgh, PA, USA. Her research
interests include intelligent manufacturing, nat-
ural language processing, computer vision, and

machine learning.

Enrico Zio (SM’09) received the B.S. and Ph.D.
degrees in nuclear engineering from the Politec-
nico di Milano, Milano, Italy, in 1991 and 1995,
respectively, the M.Sc. degree in mechanical en-
gineering from the University of California, Los
Angeles, CA, USA, in 1995, and the Ph.D.
degree in nuclear engineering from the Mas-
sachusetts Institute of Technology, Cambridge,
MA, USA, in 1998.

He is currently a Full Professor of Risk and
Reliability with the Centre for Research on Risk

and Crisis, Ecole de Mines, ParisTech, PSL Research University, Sophia
Antipolis, France. He is also a Full Professor with the Politecnico di Mi-
lano. He has authored or coauthored seven books and more than 300
papers in international journals. His research interests include the mod-
eling and analysis of complex systems, reliability, maintainability, prog-
nostics, safety, vulnerability, resilience, and security characteristics.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


