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Figure 1: Avatar reconstruction and animation results using 20 images. Compared with GART [Lei et al. 2024], for each subject,
the first column shows the GS avatar in the canonical space, and the other two columns show the animation results.
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1 Introduction
Creating 3D human avatars from monocular videos has significant
potential value in virtual reality, gaming, and movie production.
However, creating a robust 3D animatable avatar for novel poses
with limited observations remains challenging. Recent works uti-
lizing 3D Gaussian Splatting (3DGS) [Kerbl et al. 2023] have made
significant progress in reconstructing high-quality avatars from
a single video. Among them, GART (Gaussian Articulated Tem-
plate Model) [Lei et al. 2024] models deformable geometry and
appearance using dynamic 3D Gaussians explicitly. They achieve
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state-of-the-art performance in monocular human reconstruction
and novel view synthesis with real-time rendering. However, their
method encounters difficulties in reconstructing a robust avatar for
novel poses due to limited human poses observed in the training
monocular video. As a result, their method generates unsatisfactory
rendering results with artifacts (first row in Figure 1).

Another line of work adopts the mesh representation to recon-
struct robust mesh avatars for novel poses. However, due to its
limited resolution and fixed topology, the mesh avatar often has
inaccurate geometry and blurry texture (second row in Figure 1).

To address these problems, we propose DualAvatar, a method
for reconstructing a robust Gaussian Splatting (GS) avatar for novel
poses from a single monocular video. Ourmethod is based on the ob-
servation that while the mesh-based avatars may have low-quality
appearance, they are capable of adapting to novel poses effectively.
Therefore, during training, we propose to optimize two avatars
concurrently using two different representations: a GS avatar and a
mesh avatar. This allows us to refine the unseen regions and poses
of the GS avatar, such as the armpits, with guidance from the mesh
avatar. As a result, we can generate a robust GS avatar that can
adapt to new poses (third row in Figure 1).

2 Method
Given a monocular video of a person rotating in an A-pose, our goal
is to reconstruct a robust GS avatar that has fewer artifacts under
unseen poses. Figure 2 shows the overview of our method. The
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Figure 2: The overview of our method.

mesh avatar and the GS avatar are optimized in canonical space.
With predicted pose parameters, we deform the avatars and render
the outputs. By minimizing the distance between the rendered
image and the target image, our DualAvatar can be optimized end-
to-end. During this process, we propose GS-guided reconstruction
and mesh-guided refinement to obtain a robust GS avatar.
Avatar Representation. We adopt 2D GS [Huang et al. 2024]
as our avatar representation and represent each Gaussian 𝑔𝑖 =

𝜇𝑖 , 𝑟𝑖 , 𝑠𝑖 , 𝑐𝑖 , 𝑜𝑖 using its position, rotation, scale, color and opacity.
The mesh avatar is parameterized using DMTet [Shen et al. 2021].
Specifically, the mesh avatar is derived from a tetrahedral mesh𝑇𝑀
with 𝑁 vertices and𝑀 tetrahedra. By employing a learnable signed
distance field (SDF), we can compute the SDF value for each vertex
in 𝑇𝑀 to obtain a triangle mesh avatar𝑀𝐴 = (V, F), where V and
F denote the positions of the vertices and the faces. To render color
images, we predict the color, i.e., RGB value, Vc =MLP𝐶 (V) of each
vertex using a hash table and a linear layer.
Avatar Optimization. Given the trainable pose parameters 𝜃 , we
need to deform the canonical avatars to the target pose and render
the images. For the mesh avatar𝑀𝐴, we treat each vertex as a point
and apply linear blend skinning to deform the avatar. Specifically,
for each vertex 𝑣𝑖 in V, the deformed vertex 𝑣𝑜

𝑖
in the observation

space is defined as:

𝑣𝑜𝑖 = 𝑇𝑣𝑖 ,𝑇 = 𝐿𝐵𝑆 (𝑣𝑖 , 𝜃 ) =
𝐾∑︁
𝑘=1

𝑊𝑘 (𝑣𝑖 )𝐵𝑘 (𝜃 ), (1)

where 𝑇 represents the transformation matrix, 𝐾 denotes the num-
ber of rigid bones,𝑊𝑘 and 𝐵𝑘 are the learnable skinning weights
and bone transformation based on 𝜃 of the 𝑘-th bone, respectively.
To deform the GS avatar, we first apply linear blend skinning as
the mesh avatar, i.e., 𝜇

′
𝑖
= 𝑇 𝜇𝑖 and 𝑟𝑜𝑖 = 𝑇𝑟𝑖 , where 𝑇 represents the

rotation matrix in 𝑇 . Then, we adopt two linear layers to predict
the deformed positions of Gaussians: 𝜇𝑜

𝑖
= 𝜇

′
𝑖
+𝑀𝐿𝑃𝑜 (𝜇

′
𝑖
).

We then render the GS avatar usingGaussian rasterization [Huang
et al. 2024] and the mesh avatar using Nvdiffrast [Laine et al. 2020].
We adopt L1 term and the D-SSIM term [Lei et al. 2024] between
the rendered images of two avatars and the target images.

GS-guided Reconstruction for Mesh Avatar. To provide geometric
information for themesh avatar, during training, we leverage the GS
avatar to constrain the geometry of the mesh avatar in the canonical

Table 1: Quantitative comparison on SnapshotPeople dataset.

male-3-casual female-3-casual
Gaussians↓ PSNR↑ SSIM↑ LPIPS↓ Gaussians↓ PSNR↑ SSIM↑ LPIPS↓

GART (10 images) 46.1 K 28.48 0.9680 0.0345 36.8 K 24.15 0.9536 0.0497
Ours (10 images) 24.0 K 28.67 0.9674 0.0346 19.5 K 24.83 0.9569 0.0481
GART (20 images) 46.4 K 30.21 0.9766 0.0334 38.8 K 25.25 0.9609 0.0454
Ours (20 images) 24.4 K 30.03 0.9748 0.0319 21.0 K 25.50 0.9614 0.0432

male-4-casual female-4-casual
Gaussians↓ PSNR↑ SSIM↑ LPIPS↓ Gaussians↓ PSNR↑ SSIM↑ LPIPS↓

GART (10 images) 39.5 K 26.53 0.9581 0.0535 44.1 K 27.83 0.9643 0.0327
Ours (10 images) 22.6 K 26.60 0.9577 0.0506 22.8 K 28.06 0.9650 0.0329
GART (20 images) 41.6 K 27.00 0.9639 0.0552 44.1 K 28.76 0.9708 0.0323
Ours (20 images) 23.2 K 27.04 0.9626 0.0514 23.7 K 28.84 0.9704 0.0319

space. Specifically, we sample 50, 000 points 𝑉𝑠 from mesh avatar,
and minimize the chamfer distance between 𝑉𝑠 and the positions 𝜇
of all Gaussians in GS avatar.

Mesh-guided Refinement for GS Avatar. To reduce artifacts in
invisible regions in the reconstructed GS avatar, we adopt a simple
but effective way to refine the GS avatar using the mesh avatar. We
use aL1 regularization tomake all pixels of the GS-rendered images
similar to those of the mesh-rendered images in the canonical space,
which can inpaint the invisible regions according to the mesh avatar.

3 Results
To evaluate the performance of DualAvatar, we conduct exper-
iments on PeopleSnapshot dataset [Alldieck et al. 2018], which
contains various monocular videos of a person rotating in an “A”
pose. We use different numbers of images as training data to show
the experimental results compared to GART [Lei et al. 2024]. As
shown in Table 1, our method achieves superior performance across
most metrics with half the Gaussian number. As shown in Figure 1
our model not only generates realistic images but also effectively
render unseen pose results using only 20 images as training data.
Moreover, our GS avatar can inpaint invisible regions under the
guidance of the mesh avatar (highlighted in the yellow boxes). For
dynamic results, please refer to the supplementary video.
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