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Nonrigid Structure From Motion via
Sparse Representation

Kun Li, Jingyu Yang, and Jianmin Jiang

Abstract—This paper proposes a new approach for non-
rigid structure from motion with occlusion, based on sparse
representation. We address the occlusion problem based on the
latest developments on sparse representation: matrix completion,
which can recover the observation matrix that has high percent-
ages of missing data and can also reduce the noises and outliers
in the known elements. We introduce sparse transform to the
joint estimation of 3-D shapes and motions. 3-D shape trajec-
tory space is fit by wavelet basis to achieve better modeling of
complex motion. Experimental results on datasets without and
with occlusion show that our method can better estimate the 3-D
shapes and motions, compared with state-of-the-art algorithms.

Index Terms—Matrix completion, nonrigid structure from
motion (NR-SFM), occlusion, sparse representation, wavelet
basis.

I. INTRODUCTION

YNAMIC scene 3-D reconstruction from image
Dsequences is a classic and hot issue in image/video
processing and computer vision. Some methods capture
dynamic scenes by constructing a multicamera system [1]—[3]
or using a depth camera [4]-[6]. However, high cost, complex
maintenance, and carrying inconvenience of these systems
are problematic for practical applications. A more efficient
way is to estimate shapes and motions from a monocular
video sequence, and the key technology is nonrigid structure
from motion (NR-SFM). Given a set of corresponding 2-D
points in a video sequence of a dynamic scene, the goal of
NR-SFM is to recover the 3-D shape and relative camera
position for each frame. It has great application potentials
in various areas, such as object retrieval [7], [8] and object
recognition [9].
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Rigid SFM [10] has well developed over the past two
decades. For dynamic scenes, especially deformable objects,
NR-SFM is still a difficult underconstrained problem due to
the absence of prior knowledge. The standard matrix factor-
ization method [11] assumes that all the 3-D shapes can be
represented as a linear combination of a compact set of 3-D
basis shapes, and the problem is solved by singular value
decomposition (SVD). This method needs to estimate the
shape basis for each sequence in advance. Akhter et al. [12]
proposed a trajectory space method that represents the time-
varying shapes as a linear combination of a set of basis
trajectories, instead of a shape space representation. Discrete
cosine transform (DCT) basis is used to compactly describe
real motions, without estimating any basis vectors during
computation. But this method cannot model high-frequency
deformation without increasing the rank of the resulting matrix
factors, and is hence restricted to structures with slow and
smooth deformation. Considering the occlusion, Gotardo and
Martinez [13] proposed a column space fitting method which
tolerates missing data, and further improve the approach by
explicitly modeling K complementary spaces of rank-3 [14].

NR-SFM is essentially an ill-posed problem to decompose
a matrix into two, having infinite number of combinations.
The inherent occlusion further complicates the NR-SFM.
The key to yield correct decomposition is to provide sufficient
prior information for the latent matrices. Sparse representation
together with latest advances, i.e., low-rank matrix completion,
have shown their power in the regularization of ill-posed esti-
mation problem [2]. In previous work on NR-SFM, motion
trajectories are represented by DCT basis. However, DCT basis
widely used in harmonic analysis of stationary signals cannot
provide compact representation for nonstationary motion tra-
jectories in NR-SFM. We use wavelet basis instead of DCT
basis to provide sparser representation of complex motion
trajectories so that the ill-posed NR-SFM is well-regularized
to have correct decomposition. Besides, the occlusion further
underdetermines the NR-SFM, i.e., we have to recover com-
plete shapes from incomplete observations that may be also
corrupted by noises and outliers due to the errors in feature
tracking and projection assumption. Low-rank matrix comple-
tion is a powerful model to recover a complete matrix from
an incomplete one. The matrix in NR-SFM is inherent low-
rank due to the specific structures of NR-SFM problems. This
motives us to stand on the low-rank matrix completion to
handle the occlusion problem.

In this paper, we propose a new NR-SFM method based
on sparse representation. This paper introduces the sparse

2168-2267 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



1402

representation theory (wavelet transform and low-rank matrix
completion) into NR-SFM, and obtains excellent results. The
main contributions are twofold. On the one hand, we pro-
pose a shape trajectory space fitting method based on wavelet
transform. 3-D shape trajectory space is fit by wavelet basis,
which achieves better modeling of complex motion. On the
other hand, we address the occlusion problem based on low-
rank matrix completion, which is efficiently solved by nuclear
norm minimization. Through this method, not only the matrix
that has high percentages of missing data is recovered, but also
the noises and outliers in the known elements are reduced. The
proposed method is evaluated on both synthetic and motion
capture datasets. Experimental results show that our method
can better estimate the 3-D shapes and motions, compared
with state-of-the-art algorithms.

The remainder of this paper is organized as follows.
Section II reviews related work in SFM. The problem of
NR-SFM is formulated in Section III. The proposed approach
based on sparse representation is described in Section IV.
Validation experiments are presented in Section V. The paper
is concluded in Section VI.

II. RELATED WORK
A. SFM With Missing Data

In SFM, the situation with missing data is general due to
occlusion and matching failure. One group of related meth-
ods that address the missing data problem are known as
batch algorithms. These methods propose the strategies that
combine partial low-rank factorizations obtained for complete
sub-blocks of the measurement matrix, which reconstruct the
matrix by first building its row null-space [15], [16], column
null-space [17], [18], or one of its range spaces [19]. The
main problem of these methods is their sub-optimality and
the performance degrades in the presence of noise. The second
group of related approaches including iterative methods use all
the data at once without searching for complete sub-blocks
in the measurement matrix. Alternation methods [20]-[22]
iteratively solve for subsets of unknowns while the others
remain fixed. Alternation guarantees convergence to a local
minimum as the cost function is reduced at each iteration. The
convergence rate is fast in first few iterations, but becomes
slow later. Furthermore, the algorithms are susceptible to
flatlining. The third group of related approaches are nonlin-
ear optimization algorithms that directly optimize the cost
function. Buchanan and Fitzgibbon [23] propose a Damped-
Newton algorithm, which provides faster and more accurate
solutions than standard alternation approaches. Chen [24] uses
the Levenberg—Marquardt algorithm to solve the missing data
problem as a minimization on subspaces. Despite its superior
performance, proper initialization remains an open problem.

The blooming of sparse representation inspires the the-
ory foundation of recovering low-rank data from a highly-
incomplete set of (possibly corrupted) entries, which is
referred to as matrix completion [25], [26]. This brings new
opportunities to fully exploit the low-rank structure in SFM. In
this paper, we address the occlusion problem based on low-
rank matrix completion, which can recover the observation
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matrix that has high percentages of missing data and can also
reduce the noise and outliers in the known elements.

B. NR-SFM

SEM can be classified into rigid SFM and NR-SFM, accord-
ing to the rigidity of structures. Rigid SFM is considerably
matured over the past two decades [27]-[29], even for large-
scale scenes [30]-[32], while NR-SFM is still a difficult
problem.

To make the NR-SFM problem tractable, recent work has
attempted to define new general constraints for 3-D shape
deformation. Bregler ef al. [11] impose this constraint as a
linear shape basis. They assume that all the 3-D shapes can
be represented as a linear combination of 3-D basis shapes,
and recover the structure, the shape basis, and the camera
rotations simultaneously by exploiting orthonormality con-
straints of the rotation matrices. Xiao et al. [33] discuss the
ambiguity in the solution provided by the orthonormality con-
straints alone, and introduce additional constraints to remove
the ambiguity. In the same way, Torresani et al. [34] adopt
the rank constraint to assist in tracking and modeling non-
rigid objects. Further, they introduce a Gaussian prior on the
shape at each time instant [35], and a hierarchical prior by
using a probabilistic principal components analysis (PPCA)
shape model [22]. Bartoli et al. [36] use three kinds of pri-
ors to achieve high quality reconstruction: a coarse-to-fine
ordering of the deformation modes, temporal smoothness, and
spatial smoothness. Different from conventional linear basis
interpretation, Rabaud and Belongie [37] propose to learn a
smooth manifold of shape configurations from video, which is
more intuitive and flexible. Del Bue et al. [38] also propose
a nonlinear optimization method, which uses an adaptive 2-D
point-tracking algorithm based on ranklets. But this kind of
methods is time consuming.

For most of the above methods, the shape basis is
specific, i.e., the shape basis varies for different sequences.
Akhter et al. [12] propose a new approach for NR-SFM, which
is based on the trajectory basis and is shape agnostic. They rep-
resent the time-varying shapes as a linear combination of a set
of basis trajectories, instead of a shape space representation.
DCT basis is used to compactly describe most real motions,
without estimating any basis vectors during computation. But
this method cannot model high-frequency deformation without
increasing the rank of the resulting matrix factors, and is hence
restricted to structures with slow and smooth deformation.
Park et al. [39] demonstrate that the accuracy of reconstruc-
tion is fundamentally limited by the correlation between the
trajectory of the point and the trajectory of successive cam-
era centers. Poor correlation leads to good reconstruction, and
high correlation leads to poor reconstruction. They also define
a criterion, called reconstructibility, to determine the accuracy
of reconstruction. Zhu et al. [40] show that sequences with
poor reconstructibility could be salvaged by injecting rigid
keyframes. But this method is specifically for human bodies.
Recently, Gotardo and Martinez [13], [14] combine shape
and trajectory basis approaches, explicitly modeling K com-
plementary spaces of rank-3. They describe the shape basis
coefficients with a DCT basis over time.
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Fig. 1.  Workflow of our method.

DCT basis is powerful in representing stationary signals, but
is difficult to accurately represent the trajectories of very com-
plex motions that are nonstationary signals. On the contrary,
wavelet basis is quite suitable in analyzing nonstationary
signals due to its excellent capability in capturing isolated
singularities. With careful design, wavelet transform can give
very sparse representations for a wide range of nonstationary
signals. In this paper, we use sparse transform (wavelet trans-
form) to accurately fit the space of complex motion trajectories
in nonrigid structure from motion.

III. PROBLEM FORMULATION

Fig. 1 illustrates the workflow of our proposed method. The
input data is a single video captured by a camera moving across
multiple views. N global correspondences E = {e,}1<p<n for
M images are established by feature tracking methods, e.g., the
Kanade—Lucas—Tomasi (KLT) feature tracker [41]. Each global
correspondence e, is represented as {(y;, Pl;i)}lfiivn, where y;
denotes the associated view index, P, is the pixel location (x, y)
of e, in the image y;, and V/, is the number of associated cameras
in correspondence e,. Given the global correspondences for all
the views, an observation matrix W € RZ*N can be formed
by stacking these correspondences together. Each two rows
of W correspond to the same view, and each column of W
corresponds to the same global correspondence. Considering
the case with occlusion, each global correspondence e, has
less than M associated cameras (V,, = M), i.e., the matrix W
is incomplete with missing data. We recover the matrix based
on rank minimization (Section IV-A), and jointly determine
the dynamic 3-D shapes and the relative camera motions with
sparse transform (Section IV-B).

The matrix W is known to have a low-rank r <
min(2M, N) [28], and can be factorized by standard matrix
factorization methods into two parts

W = MS, M e RMxr § ¢ R™N 1)

where S contains K (r = 3K+1) basis shapes, and M includes
the camera motions and the shape coordinates in terms of
basis S. More generally, an additional mean column t € R?M
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Motion matrix

Optimization

The matrix W
without missing data

Shape matrix

is first calculated and the model in (1) can be rewritten as
W =MS +t17 )

where t € R?M is the mean column of W, M e R*x3K
S € R3*¥>N and 1 € RY is a vector of all ones.

IV. NR-SFM VIA SPARSE REPRESENTATION

In this section, we first give a solution for the case with
occlusion. The complete observation matrix is recovered via
low-rank matrix completion. Then, 3-D shapes and motions
are jointly estimated with wavelet basis.

A. Recovering Observation Matrix via Matrix Completion

For the problem with occlusion, the matrix W has missing
data, and the known entries in W may be corrupted by noises
due to errors in feature tracking and projection assumption.
This is common in most practical applications.

To recover the complete matrix, the only information avail-
able about W is a sampled set of entries Wy, (i,j) € €,
where €2 is a subset of the complete set of entries [2M] x [N]

([n] denotes the list {1, ..., n}). Considering the noises and
outliers, the following observation model is employed:
Wj=Wj+Nj, (.)€ €)

where {N;; : (i, j) € Q} denotes additive white Gaussian noise.
Equation (3) can also be expressed as

Pa(W) = Pa (W) + PoN) )

where N is a 2M x N matrix with entries N;; for (i,j) € Q
(the values of entries outside 2 are irrelevant), and Pg (W) :
R2MXN _ R2MXN s a sampling operator defined by
Wi (G,)) € Q

Po (W) = 5

[Pa(W)ly 0 otherwise. ©)

Given that the latent matrix is low-rank, the problem can
be formulated as

minimize  rank (VNV)

subject to ||PQ (\TV — W) ||F <4 (6)



1404

where W € R2>N s the desired complete matrix, and ||A||f

represents the Frobenious norm of a matrix A.

Analogous to the intractability of ¢p-minimization in sparse
signal recovery, this rank-minimization problem is NP-hard.
But Candes and Recht [25] prove that most low-rank matri-
ces can be perfectly recovered by solving the following
optimization problem:

minimize [IW]|

subject to 1 Pa (W —W)llF<$ (7

where the functional ||V~V||* is the nuclear norm of the
matrix W, i.e., the sum of its singular values. This optimiza-
tion problem is convex and can be recast as a semidefinite
programming [42]. Candes et al. [26] prove that the recov-
ery is accurate under the assumption that |Po(N)||F < é for
some § > 0.

Instead of solving (7) directly, we solve its Lagrangian
version

1 ~ ~
minimize = |Pe(W - W) [z +u[W[,.  ®

The value of u is picked large enough to threshold away the
noises (keep the variance low), and small enough not to over-
shrink the original matrix (keep the bias low). In our method,
we set 4 = («/M~|— \/N)\/g_)B as suggested in [26], where p is
the ratio of the number of known entries over the total number
of entries in the matrix. We use the fixed point iterative algo-
rithm [43] to solve the nuclear norm minimization problem in
(8).

The data term reflects the fidelity of the reconstructed
matrix, and ensures the accuracy of the reconstruction. The
regularization term takes the low-rankness into account, and
ensures the smoothness of the reconstruction. By bridging
the data and regularization terms with a penalization param-
eter and then minimizing it, not only the unknown elements
are recovered, but also the noises and outliers in the known
elements are reduced.

B. Solving for Shape Trajectory With Wavelet Basis

In this section, we incorporate wavelet basis representa-
tion into the shape trajectory estimation problem to achieve
better modeling of complex motions. In previous work on
NR-SFM [12]-[14], DCT is used to fit shape trajecto-
ries in matrix-factorization- based methods. Equipping with
global sinusoids of different frequencies, DCT can concentrate
most signal energy into few coefficients, which thus provides
a sparse representation. However, DCT has poor analysis res-
olution in time domain. When signals contain nonstationary
features such as isolate singularities and burst spikes, the rep-
resentation would spread over many coefficients. With scaled
and translated local basis functions, wavelet transforms have
stronger capabilities in capturing nonstationary characteris-
tics of signals due to their good balance in time-frequency
localization. For this merit, wavelet transforms have been
exploited with great success across various fields, e.g., sig-
nal processing [44], image compression [45], and computer
vision [46].
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The matrix M in (2) is composed of two parts: a block-
diagonal rotation matrix D € R>*>3¥ and a shape coordinate
matrix C € RM*K je. M = D(C®I3), where I3 is a 3 x 3
identity matrix and ® is the Kronecker product. The diagonal
block-elements of D are M rotation matrices of size 2 x 3. Each
row of C has the coordinates of 3-D shape in the corresponding
image with respect to the shape basis in S, and hence can be
considered as a single point in shape space [13]. The 3-D shape
trajectory over time can be represented with wavelet basis

C = ®X, & c RMM X ¢ RMXK 9)

where @ is the wavelet basis matrix with J-level
decomposition. Each column of X has the coordinates
for the corresponding column of C as represented in the
M-dimensional space spanned by @®. For more efficient com-
putation, the wavelet basis matrix @ can be truncated to be a
M x T (T < M) matrix, keeping 7" wavelet basis functions,
i.e., the coefficient matrix X € RT*K,

Assuming W is complete, t is estimated as the mean column
of W, and D is computed by iteratively using the trajectory
space method [12] until no improvement is obtained in the
average camera orthonormality. The coefficient matrix X is ini-
tialized with I(,)<
energy function with Damped-Newton optimization method:

min f(X) = %ZN: (P (% - t))T (P- (% -1) a0

J=1

and calculated by minimizing the following

where W; is the jth column of W and
PL=1-(D(@X®L)D@XQI))’

where { denotes the Moore—Penrose pseudo-inverse.
Specifically, at each iteration, the current estimate of X is
updated by computing an adjustment matrix AX in vectorized
form vec(AX). The vector vec(AX) is solved using the
gradient vector g and Hessian matrix H of f by matrix
differential calculus [47]. Then,NM and S are solved by
M = D@®X ®I3) and S = M (W — t17), respectively. The
recovered shapes are S= (PX ® I3)S.

To verify the potential of wavelets in shape trajectory rep-
resentation, we compare the representation efficiency between
DCT and discrete wavelet transform (DWT) on dataset Face2.
As shown in Fig. 2(a), the shape coordinates over time present
nonstationary time-varying characteristics with burst jumps.
We apply DCT and DWT to the shape coordinate matrix C
along the column (i.e., the temporal). Fig. 2(b) shows the
energy compaction efficiency in terms of normalized energy
with respect to the percentage of retained largest coefficients.
The curves in Fig. 2(b) indicate that the wavelet transform has
significantly higher approximation power than DCT in repre-
senting complex motion trajectories. This justifies the use of
wavelet transforms in NR-SFM.

V. EXPERIMENTAL RESULTS

In this section, we evaluate the performance of the proposed
method on the datasets without missing data (Section V-A)
and datasets with missing data (Section V-B). We discuss
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Fig. 2. Performance comparison of DCT and DWT on dataset Face2.
(a) Coordinates of 3-D shape at each time instant with respect to four shape
bases in S. (b) Energy compaction efficiency in terms of normalized energy
with respect to the percentage of retained largest coefficients.

the performances of using various wavelet transforms in
Section V-C.

A. NR-SFM Results Without Missing Data

We first evaluate the performance of our method on
two synthetic datasets: Sharkl (240/91) [22] and Shark2
(240/91) [12], and four motion capture datasets: Facel
(74/37) [21], Face2 (316/40) [22], Walking (260/55) [22],
and Dance (264/75) [12]. (M/N) after each dataset’s name
indicates the number of images (M) and the number of
3-D points (N). Six state-of-the-art methods are compared:
PTA [12], CSF1 [13], CSF2 [14], LSSM1 [48], LSSM2 [48],
and BMM [49]. The source codes of all the methods are pro-
vided by the corresponding authors. In our experiments, we
employ Daubechies 10 wavelet basis to fit the 3-D shape tra-
jectory space. The decomposition levels are set to be 4, 3, 2
for Sharkl/2, Dance, Walking/Facel/2, respectively.

Table I gives the quantitative evaluation results. In the table,
K is the number of basis shapes, RMSE represents the root
mean square error between the reconstructed matrix MS and
the input matrix W, ezp is the maximum 2-D reprojection
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TABLE I
QUANTITATIVE EVALUATION OF NR-SFM METHODS ON
S1X DATASETS

Dataset | Method | K RMSE €ap esp
PTA | 9 | 015192 | 361823 | 0.17958
CSFI | 3 | 003120 | 101626 | 0.00808
CSF2 | 5 | 00299 | 101520 | 0.04490
Sharkl T7SSMT | 3 | 036536 | 406580 | 0.13295
LSSM2 | 27 | 009039 | 1.16210 | 0.12680
BMM | 4 | 099629 | 538578 | 0.52708
Ours | 3 | 0.00013 | 0.00128 | 0.00001
PTA | 2 | 0.18585 | 099712 | 0.31208
CSFI | 2 | 007053 | 060373 | 0.25387
CSF2 | 3 | 000302 | 007426 | 0.00520
Shark2 TSSMT | 3 | 002680 | 034932 | 0.11224
LSSM2 | 27 | 000662 | 0.20844 | 031994
BMM | 4 | 128826 | 4.18561 | 0.62280
Ours | 3 | 0.000004 | 0.00004 | 0.00018
PTA | 2 | 288624 | 1332130 | 0.10825
CSFI | 5 | 069651 | 740142 | 0.06368
CSF2 | 5 | 082459 | 872875 | 0.05200
Facel 7T SsM1 | 5 | 108472 | 597012 | 006789
LSSM2 | 27 | 063446 | 428733 | 0.06850
BMM | 7 | 136008 | 424464 | 0.05857
Ours | 5 | 052413 | 3.02690 | 0.06248
PTA | 5 | 096073 | 13.83020 | 0.04414
CSFI | 3 | 069681 | 752201 | 0.03627
CSF2 | 5 | 059967 | 797482 | 0.03192
Face? 7T SsM1 | 5 | 051858 | 723383 | 002301
LSSM2 | 27 | 0.14076 | 7.60027 | 0.03487
BMM | 7 | 045498 | 2.14363 | 0.03027
Ours | 4 | 0.00097 | 722362 | 0.02144
PTA | 2 | 4454224 | 370.94500 | 0.68234
CSFI | 2 | 1907181 | 163.40800 | 0.18630
CSF2 | 5 | 665805 | 8374850 | 0.10495
Walking |77SoM1 | 5 | 791027 | 92.68730 | 0.14794
LSSM2 | 27 | 176707 | 342073 | 0.26665
BMM | 8 | 176492 | 487614 | 0.12985
Ours | 4 | 604000 | 7474300 | 0.10271
PTA | 5 | 009306 | 0.68469 | 0.29584
CSFI | 2 | 015109 | 086895 | 02705
CSF2 | 7 | 002936 | 0.17881 | 0.19483
Dance U GsM1 | 7 | 004030 | 022394 | 0.17639
LSSM2 | 27 | 000919 | 0.17146 | 0.21806
BMM | 10 | 229392 | 656087 | 0.18639
Ous | 5 | 0.00822 | 0.15688 | 0.18591

error in pixel units, and e3p is the normalized mean 3-D error
over all points and images computed as

1 M N
e3p = M Z Zemn

m=1 n=1

(1)
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with

| M
G = MZ“(SW (12)
m=1
where e,,, is the reconstruction error (i.e., Euclidean distance)
for the nth 3-D point of image m, and S,, € R¥ is the
original 3-D shape in image m. Let o, be the standard deviation
of the available entries in the rth row of o (S,,)

3
1
oSy = 3 E oy.
r=1

As shown in Table I, our method significantly outperforms
PTA, CSF1, and LSSM2 methods, shows better performance

13)

3-D shapes of Sharkl at ty, t40, 130, 1120, 1160, 1200, and tr4g recovered by PTA [12], CSF1 [13], and CSF2 [14], LSSM1 [48], LSSM2 [48],

than BMM method with smaller 3-D error and lower rank for
Face2 and Walking datasets, and gives better results than CSF2
and LSSM1 methods in terms of maximum 2-D reprojection
error and RMSE for Facel and Dance datasets. Especially
for Sharkl, our method achieves nearly perfect reconstruc-
tion (e3p = 0.00001) with only 10% basis functions, while
CSF1 method has e3p = 0.00004 with a full DCT basis [13].
Overall, our method achieves better comprehensive perfor-
mance in term of 3-D error, 2-D reprojection error, and
matrix rank.

3-D shapes of Sharkl at seven time instants recovered by
seven approaches are shown in Fig. 3. The reconstructed 3-D
shapes are illustrated as red circles, and the ground truth 3-D
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and our method (SR).

data are shown as dark dots. Only 10% of M basis func-
tions are used for CSF1, CSF2, LSSM1, LSSM2, and our
method (SR). It can be seen that our method achieves better
reconstruction than the other methods, which benefits from
the ingenious use of wavelet basis. The excellent capability
in capturing isolated singularities of wavelet basis makes it
can accurately fit the space of complex motion trajectories in
NR-SFM. Similar phenomena can also be observed in Fig. 4,
which gives the reconstructed shapes at seven time instants for
Facel. The results suggest that our method has better visual
quality of reprojection than the other methods, although CSF2
method has smaller 3-D error, which demonstrates that our

3-D shapes of Facel at t, 13, t25, 137, 149, tg1, and t74 recovered by PTA [12], CSF1 [13], and CSF2 [14], LSSM1 [48], LSSM2 [48], BMM [49],

method accurately recovers not only the 3-D shape but also
the camera motions.

We also apply our method to the real dataset Cubes
(200/14) [22]. Fig. 5 gives the results of six time instants at
two views. Because there is no 3-D ground truth data available
for this dataset, we only show overlays of the results given by
CSF1 [13] and our method. With K = 2, the solution of our
method has the mean (maximum) 2-D reprojection error of
0.3436 (1.65017) pixel. The solution of CSF1 has an error of
0.4958 (2.0672) pixel also with K = 2. It can been seen that
our method can better model the changes in speed of the cube
being pulled by a string. This demonstrates the effectiveness
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TABLE II
QUANTITATIVE EVALUATION OF NR-SFM WITH
MISSING DATA FOR Sharkl

3-D shapes of Cubes at ty, t41, 31, 1121, t161. and rpqg recovered by CSF1 [13] (dark dots) and our method (red circles).

TABLE III
QUANTITATIVE EVALUATION OF NR-SFM WITH
MISSING DATA FOR Face?2

Missing data | Method | K RMSE esp esp Missing data | Method | K RMSE esp esp
CSF1 3 | 0.03632 | 1.04442 | 0.00999 CSF1 3 | 0.94335 | 10.10703 | 0.04998
25% CSF2 5 | 0.03981 | 1.10334 | 0.08714 25% CSF2 5 | 0.72534 | 10.56260 | 0.06207
Ours 3 | 0.00015 | 0.00162 | 0.00002 Ours 4 | 024609 | 2.88132 | 0.04769
CSF1 3 | 0.03179 | 1.11822 | 0.00924 CSF1 3 | 0.74176 | 9.18713 | 0.05217
50% CSF2 5 | 0.04030 | 1.31023 | 0.08217 50% CSF2 5 | 0.68770 | 7.36124 | 0.06673
Ours 3 | 0.00022 | 0.00415 | 0.00002 Ours 4 | 026714 | 2.58031 | 0.05196
CSF1 3 | 0.02209 | 1.18051 | 0.00905 CSF1 3 | 048475 | 596312 | 0.06845
75% CSF2 5 | 0.03759 | 0.91823 | 0.10494 75% CSF2 5 | 0.56316 | 5.14008 | 0.08622
Ours 3 | 0.02183 | 0.90602 | 0.00106 Ours 4 1 037072 | 4.17591 | 0.06759

of the proposed shape trajectory space fitting method based
on wavelet transform.

B. NR-SFM Results With Missing Data

To evaluate the performance with occlusion, we simulate the
missing data in Sharkl by randomly discarding 25%, 50%,
and 75% of the elements in W. The quantitative evaluation
results are shown in Table II, compared with CSFI1 [13] and
CSF2 [14] because other methods are not proposed for the case
with missing data. It can been seen that our method achieves
the most accurate results. Assuming that W, is the complete
ground-truth matrix and W is the recovered matrix, the relative
recovery error [|W, — WI|g/[[W,l|F is 4.62¢7%, 8.11¢7°, and
1.35¢73 for 25%, 50%, and 75% cases, respectively. The small

errors demonstrate that the proposed method for NR-SFM with
occlusion recovers nearly the same matrix as the ground-truth.
Moreover, the average 3-D errors of our method are still
smaller than those of the other methods on the complete data.
Fig. 6 gives an example of an occlusion pattern in W and
the corresponding 3-D shape reconstructions on the Sharkl
dataset with 25%, 50%, and 75% missing data, respectively.
The left-most plot shows the available entries (in red) of the
observation matrix. The other plots show the reconstructed
3-D shapes (red circles) against the original ground-truth data
(dark dots). The recovered 3-D shapes are accurate and visu-
ally similar to those obtained from the original complete W
(see Fig. 3).

Another example of NR-SFM with missing data for the
Face2 dataset is given in Table III and Fig. 7. The relative
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3-D shapes of Sharkl at ty, t49, 130, t120- 160> 1200, and fp40 recovered by our method with (a) 25%, (b) 50%, and (c) 75% missing data.

Fig. 7.

recovery error ||[W — V~V||p/||W||F is 1.42¢73, 2.58¢73,
and 7.29¢73 for 25%, 50%, and 75% cases, respectively.
The recovered 3-D shapes are almost coincident with the
ground-truth. All the results suggest that our method achieves
excellent performance for all the cases. This appealing

()

3-D shapes of Face2 at ty, tsq4, 1107, 160> 1213, 1266, and 131 recovered by our method with (a) 25%, (b) 50%, and (c) 75% missing data.

property attributes to the elegant design of low-rank matrix
completion model, which consists of the data and regu-
larization terms. The data term reflects the fidelity of the
reconstructed matrix, and plays an important role in effi-
ciently using the observation information. Simultaneously,



1410

IEEE TRANSACTIONS ON CYBERNETICS, VOL. 45, NO. 8, AUGUST 2015

TABLE IV
PERFORMANCE COMPARISON OF DIFFERENT WAVELETS

Sharkl Shark2 Facel Face2 Walking
Whvelets: | Length of Filter' = RMSE | esp RMSE | esp RMSE | esp RMSE | esp RMSE
sym2 4 0.02157 | 0.25258 | 0.14035 | 0.01432 | 0.06248 | 0.52413 | 0.02947 | 0.46410 | 0.20653 | 7.51968
symS 10 0.00118 | 0.01466 | 0.18811 | 0.02764 | 0.06248 | 0.52413 | 0.02947 | 0.46410 | 0.20654 | 7.51968
sym7 14 0.00024 | 0.00229 | 0.00475 | 0.00007 | 0.06248 | 0.52413 | 0.02947 | 0.46410 | 0.20643 | 7.51968
sym10 20 0.00001 | 0.00012 | 0.23175 | 0.02207 | 0.06113 | 0.52749 | 0.15820 | 0.49582 | 0.20653 | 7.51968
syml5 30 0.00000 | 0.00000 | 0.16756 | 0.00803 | 0.06114 | 0.52749 | 0.02947 | 0.46410 | 0.20657 | 7.51968
db2 4 0.02157 | 0.25258 | 0.14035 | 0.01432 | 0.06248 | 0.52413 | 0.02947 | 0.46410 | 0.20653 | 7.51968
dbs 10 0.00203 | 0.01404 | 0.00160 | 0.00046 | 0.06249 | 0.52413 | 0.02947 | 0.46410 | 0.10267 | 6.04000
db7 14 0.00018 | 0.00196 | 0.00281 | 0.00007 | 0.06248 | 0.52413 | 0.02944 | 0.46410 | 0.10279 | 6.04000
db10 20 0.00001 | 0.00013 | 0.00018 | 0.00000 | 0.06248 | 0.52413 | 0.02144 | 0.00097 | 0.10271 6.04000
dbl5 30 0.00000 | 0.00000 | 0.17885 | 0.00680 | 0.06249 | 0.52413 | 0.02947 | 0.46410 | 0.10270 | 6.04000
DT 8 0.00000 | 0.00000 | 0.11958 | 0.00001 | 0.06227 | 0.53091 | 0.02946 | 0.46672 | 0.10294 | 6.04295
DCT 0.00808 | 0.03120 | 0.25387 | 0.07053 | 0.06368 | 0.69651 | 0.03627 | 0.69681 | 0.18630 | 19.07181
Fig. 8. Two frames of ASL dataset with annotated facial landmarks in
green [14].
Fig. 9. Distribution of missing data (blue elements).

the regularization term guarantees the low-rankness of the
reconstructed result. By bridging the data and regularization
terms with a penalization parameter and then minimizing it,
accurate tracking features are reserved while ensuring the low-
rankness of matrix. Through this method, not only the matrix
is recovered, but also the noises and outliers in the known
elements are reduced.

Finally, an application of our method is in the interpreta-
tion of the facial expression component of sign languages from
video [50]. We test our method on a 114-image (4 s long) face
close-up video of an American sign language (ASL) sentence,
in which facial landmarks are manually annotated in each
image when visible [14], [50]. In this case, head rotation and
hand gesticulation often cause the occlusion of facial features
(see Fig. 8), which leads to incomplete 2-D point tracks. The
observation matrix W € R*28%77 misses 11.5% of its data and
has small magnitude annotation errors (noise) due to annota-
tion errors and motion blur in the images. The distribution
of missing data is shown in Fig. 9. We recover the com-
plete matrix with the proposed method, and the relative error
on known elements is 2.317¢73. Fig. 10 gives one view of
3-D shapes at all time instants recovered by our method with
K = 4. The RMSE is 1.1582. It can be seen that the pose and
the deformation of mouth and eyes are correctly recovered

despite the occlusions. This attributes to the proposed matrix
recovery method and shape trajectory space fitting method.
The former addresses the occlusion problem based on low-rank
matrix completion while the latter accurately fits the space of
complex motion trajectories due to its excellent capability in
capturing isolated singularities.

C. Effects of Different Wavelets

The NR-SFM results of our method with different wavelets
are shown in Table IV. We test three types of wavelet
filters: Symlet wavelets (symN), Daubechies orthogonal
wavelets (dbN), and dual-tree complex wavelets (DT) [51]. For
symN and dbN wavelets, N is the order of the scaling function,
and is half of the filter length. Five different filter lengths, i.e.,
4,10, 14, 20, and 30, are tested. For the DT wavelet, the filter
length is 8. For comparison, we also present results generated
by CSF1 [13] using DCT. As shown in Table IV, almost all
the tested wavelets provide better results than DCT, which jus-
tifies the effectiveness of wavelets in fitting shape trajectories.
With the same length of filters, Symlet wavelets have simi-
lar performance to the Daubechies wavelets. The DT wavelet
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Fig. 10. One view of recovered 3-D shapes of ASL dataset at all time instants.

is also comparable to Symlet and Daubechies wavelets of the
same length. However, the behaviors of wavelets with different
filter lengths fall into two categories for the test datasets. For
Sharkl and Shark2, the performance significantly varies with
the filter length, and the middle or long filters (of length 14
and beyond) are preferred. It is quite remarkable that sym15,
dbl15, and DT can even achieve perfect recovery for Sharkl.
For Facel, Face2, and Walking, all the wavelets have quite sta-
ble performance over different wavelet types and filter lengths.
The reason may be that, for very complicate motions such

as in Facel, Face2, and Walking, wavelets of different fil-
ter lengths have the same representation efficiency, and hence
have very close performance.

VI. CONCLUSION

This paper presents a novel NR-SFM method based
on sparse representation. We address the problem with occlu-
sion based on matrix completion, which recovers the observa-
tion matrix that has high percentages of missing data and also
reduces the noises and outliers in the known elements. Sparse
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transform is employed to jointly estimate 3-D shapes and
motions. Experimental results show that our method outper-
forms the state-of-the-art NR-SFM algorithms. In future work,
we will improve the performance of our method by learning
dictionary for sparser representation of complex motions than
wavelet transforms, and deal with larger scale datasets.
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