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CDnet: CNN-Based Cloud Detection for
Remote Sensing Imagery

Jingyu Yang™', Senior Member, IEEE, Jianhua Guo

Abstract—Cloud detection is one of the important tasks
for remote sensing image (RSI) preprocessing. In this paper,
we utilize the thumbnail (i.e., preview image) of RSI, which
contains the information of original multispectral or panchro-
matic imagery, to extract cloud mask efficiently. Compared with
detection cloud mask from original RSI, it is more challenging
to detect cloud mask using thumbnails due to the loss of
resolution and spectrum information. To tackle this problem,
we propose a cloud detection neural network (CDnet) with an
encoder—decoder structure, a feature pyramid module (FPM),
and a boundary refinement (BR) block. The FPM extracts the
multiscale contextual information without the loss of resolution
and coverage; the BR block refines object boundaries; and
the encoder-decoder structure gradually recovers segmentation
results with the same size as input image. Experimental results on
the ZY-3 satellite thumbnails cloud cover validation data set and
two other validation data sets (GF-1 WFV Cloud and Cloud
Shadow Cover Validation Data and Landsat-8 Cloud Cover
Assessment Validation Data) demonstrate that the proposed
method achieves accurate detection accuracy and outperforms
several state-of-the-art methods.

Index Terms— Cloud detection, cloud detection neural network
(CDnet), deep convolutional neural network (DCNN), satellite
imagery, thumbnails.

I. INTRODUCTION

ITH the rapid development of remote sensing tech-
Wnology, high-resolution satellite imagery is read-
ily available and has been widely used in agriculture
engineering [1], environmental protection [2], land or mineral
resource exploration [3], geographical survey [4], and military
reconnaissance [5]. Since nearly 66% earth surface is covered
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by clouds [6], most remote sensing imageries would inevitably
be contaminated by clouds. Cloud coverage degrades the
quality of satellite imagery by disabling satellite sensor to
obtain clear views of the earth’s surface, thus affecting imagery
postprocessing, such as remote sensing image (RSI) classi-
fication and segmentation [7], image matching [8], and 3-D
surface generation [9]. Hence, it is important to quickly and
accurately detect cloud mask to assess the quality of remote
sensing imagery.

Most previous works utilized spectral information (far
infrared and thermal infrared information) in hyperspec-
tral/multispectral remote sensing imagery to identify and seg-
ment clouds. Typical methods include International Satellite
Cloud Climatology Project (ISCCP) [10], Clouds from the
Advanced Very High Resolution Radiometer (CLAVR) [11],
and AVHRR Processing scheme Over clouds, Land and Ocean
(APOLLO) [12]. However, some high-resolution remote sens-
ing imageries, e.g., China’s ZY-3 multispectral imagery [7],
have only four bands (blue, green, red, and near infrared),
which are challenging to reliably detect cloud. To improve
cloud detection performance, it is necessary to incorporate
discriminate features, such as texture, geometry, and ground
objects’ size [13]. However, it is difficult to design discrim-
inative features because the high complexity of targets and
the large coverage of high-resolution remote sensing imagery
usually lead to tremendous computational complexity.

The most straightforward way to reduce computational com-
plexity is working on subsampled images or even thumbnail
images (i.e., preview image) [14]. Thumbnail images contain
necessary ground objects’ information of original multispec-
tral/hyperspectral or panchromatic images for preview and
have smaller sizes. But a thumbnail image generally contains
only an RGB image with three bands or even a gray image
with only one band. Hence, cloud detection from thumbnail
images is more difficult than that from high-resolution hyper-
spectral or multispectral RSI [15], [16], especially for images
with cloud-snow coexistence as shown in Fig. 1. Research
work on this line [15], [17]-[20] has achieved high accuracy
for cloud detection, but most of them fail to distinguish
between cloud and snow. Therefore, it is desirable to develop
more powerful feature description and classification techniques
in order to obtain accurate cloud detection from thumbnails.

In recent years, the deep neural network has achieved
tremendous success in image analysis and recognition, sig-
nificantly outperforming traditional machine learning across

0196-2892 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.


https://orcid.org/0000-0002-7521-7920
https://orcid.org/0000-0003-3361-5135
https://orcid.org/0000-0002-7441-1457
https://orcid.org/0000-0003-2326-0166

6196

Fig. 1.
where cloud and snow regions are sketched by red and blue dotted lines,
respectively.

Illustration of cloud—snow coexistence in remote sensing imagery,

(a) (b) (c) (d) (e) ()

Fig. 2. Discriminative features extracted by CDnet from a ZY-3 satellite
thumbnail. (a) Input thumbnail. (b)—(f) Five exemplar feature maps. The cloud,
snow, and water regions are sketched by red, yellow, and green dotted lines,
respectively.

many vision tasks [21]. Based on the powerful deep learn-
ing, we propose a new cloud detection method, cloud
detection neural network (CDnet), to segment cloud regions
from thumbnails of RSI. Different from previous deep
learning-based semantic segmentation models, such as global
convolutional network (GCN) [22], Deeplab V2 [23], Deeplab
V3 [24], and pyramid scene parsing network (PSPnet) [25],
the CDnet simultaneously considers the multiscale and global
contextual information, object boundaries, and score map
resolution. Specifically, we first proposed a feature pyramid
module (FPM) to extract multiscale and global contextual
information for category recognition of image regions. Then,
we introduce a boundary refinement (BR) module [22] to
capture sharp and detailed object boundaries. Most impor-
tantly, the CDnet has an encoder—decoder network structure,
which exploits features at multilevel layers to generate sharp
boundaries and gradually recovers score map resolution. As
shown in Fig. 2, the extracted features from the three channel
thumbnails are discriminative for semantic regions, e.g., Snow,
cloud, and water, which would yield excellent cloud detection
performance without spectral information. Specifically, in the
feature map Fig. 2(b), snow, cloud, and water regions are
activated. In Fig. 2(c), cloud, water, and land regions are
activated. In Fig. 2(d), snow and cloud regions are activated.
In Fig. 2(e), snow regions are activated. In Fig. 2(f), the
water region is activated. By combining these discriminative
feature maps in the powerful network, cloudy regions are
able to be reliably identified without spectral information even
for challenging cloud—snow coexistence areas. Experimental
results show that the CDnet is able to achieve excellent cloud
detection performance for RSI.

The main contribution of this paper is summarized as
follows. First, compared with the work [22], we propose
an FPM module to extract the multiscale and global con-
text information. The proposed FPM consists of three kinds
of features, i.e., four parallel dilated convolution layers to
extract multiscale features, one global average pooling (GAP)
block to extract global features, and the original input
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features. In contrast, the GCN module in [22] only extracts
single-scale features. Compared with ASPP+GAP proposed in
DeepLabV3 [24], the proposed FPM introduces a short con-
nection between the input and the output layer. This makes the
FPM block has the ability in alleviating the vanishing-gradient
problem, strengthening feature propagation, and encouraging
feature reusing. Experimental results show that the CDnet with
the FPM module achieves better cloud detection performance
than that with the ASPP4+GAP module. Second, the proposed
CDnet for cloud segmentation from remote sensing imagery
scales well to various data with different spatial resolutions
and spectral components. On the one hand, the CDnet achieves
accurate detection performance using only partial information,
i.e., thumbnails or panchromatic imagery captured by the ZY-3
satellite, which significantly saves memory and computational
resources. On the other hand, the CDnet also provides accurate
results for the full data captured by the GF-1satellite and the
Landsat-8 satellite.

The remainder of this paper is organized as follows.
In Section II, we briefly review related work on detection.
In Section III, we introduce the CDnet framework and present
key modules in details. In Section IV, we evaluate the modules
and variants of the CDnet and present experimental results
on ZY-3 satellite thumbnails cloud cover validation data set
and two other cloud cover validation datasets. This paper is
concluded in Section V.

II. RELATED WORK
A. Hand-Crafted Feature-Based Methods

In the past few decades, many cloud detection and segmen-
tation methods have been proposed. In this paper, we roughly
divided these methods into three categories: 1) simple
threshold methods; 2) multiple image-based methods; and
3) learning-based methods.

1) Simple Thresholding Methods: Thresholding methods
are widely used in cloud detection. Typical methods include
ISCCP [10] and APOLLO [12]. Recently, thresholding strate-
gies are often used as basic ingredients in more advanced
methods. In [26], daytime cloud detection algorithm based on
multispectral thresholds discriminated clouds from clear skies.
Wei et al. [27] proposed a dynamic thresholding algorithm
for cloud detection on the MODIS land surface reflectance
database. Zhong et al. [28] developed a modified automatic
cloud cover assessment (ACCA) method, including strict and
loose threshold, to produce a cloud map with relatively high
accuracy. Using only thresholding schemes may not be able
to achieve satisfactory performance across various types of
land surfaces. Therefore, Li ef al. [16] used thresholding seg-
mentation and guided filtering to generate a preliminary cloud
mask and then fused geometric features and texture features
to improve cloud detection results. Fisher [29] combines the
thresholding-based method with morphological features to
detect cloud and shadow from SPOTS5 High-Resolution Geo-
metric (HRG) imagery. Although thresholding-based methods
are simple and efficient, for some complex ground objects,
such as cloud-snow coexistence areas, classification perfor-
mance is not satisfactory for practical applications.



YANG et al.: CDnet: CNN-BASED CLOUD DETECTION FOR REMOTE SENSING IMAGERY

2) Multiple Image-Based Methods: To tackle the limitation
of simple thresholding techniques, using multiple images with
temporal information is much more informative. Such methods
show that temporal information is able to improve cloud
detection results. Zhu and Woodcock [30] estimated a time
series model for each pixel based on the robust iteratively
reweighted least squares (RIRLS) method. Qian et al. [31]
proposed to detect cloud on optical RSI time series using
the mean shift algorithm. Gmezchova et al. [32] proposed the
regularized least squares and kernel regression methods for
cloud detection. Hagolle et al. [33] and Goodwin et al. [34]
detected cloud using multiple temporal images, assuming that
underlying landscape has little change within a short time
period, and the pixel values of cloud areas are obviously dif-
ferent. These methods show significant improvement in cloud
estimation and achieve high accuracy for the cloud and cloud
shadow detection. But image data are not always available
for multiperiod observations [35]. Moreover, multitemporal
analysis is very sensitive to data quality [28].

3) Learning-Based Methods: To further improve the perfor-
mance, more and more machine learning methods, including
support vector machine (SVM) [36], neural network [37], ran-
dom forest (RF) [38], maximum likelihood (MaxLike) [39],
Markov random field [40], K-nearest neighbor (K-NN) [20],
and decision tree theory [41], are used in RSI processing.
SVM is the most popular one due to its prominent classi-
fication performance. It is applied to many cloud detection
cases [36], [42]. As the input of a classifier, hand-crafted fea-
tures, such as texture/color information [18] and morphologi-
cal features [29], are difficult to accurately capture the cloud
characteristics under complex environment [35]. This leads
us to seek more effective and accurate feature representation
methods.

B. Deep Feature-Based Methods

The rapid development of a deep convolutional neural
network (DCNN) provides us new available approaches for
image processing [21]. DCNNs are able to extract high-level
abstract features from input images and significantly improve
the accuracy of image classification or recognition. Image
semantic segmentation techniques based on deep learn-
ing have also achieved amazing performance. Segmenta-
tion results in PASCAL VOC2012 challenge [43], and the
highest mean intersection over union (MIOU) is achieved
by DeeplabV3+ [44] up to 89%. Similarly, DCNNs have
also been introduced to RSI processing, such as ground
objects’ classification [45], feature extraction [46], scene
classification [47], object detection [17], and super-resolution
reconstruction [48]. For cloud detection, Xie et al [17],
Goff et al. [49], and Chen et al. [50] used the fully connected
DCNN to detect cloud regions from superpixels obtained by
the simple linear iterative cluster (SLIC) method. However,
the performance is limited by the presegmental superpixels.
Recent efforts tried to transfer classification and objects’
recognition networks, such as AlexNet [51], GoogLeNet [52],
VGG [53], and ResNet [54], into fully convolutional ones
by replacing the fully connected layers with convolutional
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ones. These algorithms achieve significant improvement in
terms of segmentation accuracy over traditional methods. The
strategies used to further improve cloud detection accuracy can
be roughly divided into the following three aspects.

1) Exploit Context Information: Contextual correlation is
important for complex scene understanding [25]. To enlarge
the receptive field of neural networks, Yu and Koltun [55] used
dilated convolution to systematically aggregate multiscale con-
textual information without losing resolution. Zhan ef al. [56]
enhanced the network VGG-16 [53] with dilated convolution
for cloud detection from satellite images. For its promising
performance, dilated convolution has been used in many net-
works for image semantic segmentation, such as PSPnet [25],
RefineNet [57], Deeplab, and its variants [23], [24], [44].

2) Preserve Score Map Resolution: Preserving score map
resolution is another main research direction in semantic
segmentation. To obtain a score map with the same size
as the input image, Kalia et al. [58] proposed the Cloud-
CNN network for cloud/shadow detection based on the
encoder—decoder architecture [59] evaluated on Himawari-8
AHI and GOES-16 ABI multispectral data. Ozkan et al. [60]
proposed a deep pyramid network (DPN) with encoder and
generator filter blocks (decoder architecture) for cloud detec-
tion from RGB color RSIs. Recently, Zhang et al. [61]
proposed a lightweight neural network based on the U-Net
model [62] for on-board pixelwise cloud detection on small
satellites.

3) Refine Object Boundaries: High-quality segmentation
results should be coherent with object boundaries. To refine
cloud boundaries, Yue et al. [63] utilized the discrete
conditional random field (CRF) [64] to refine segmentation
boundaries by exploiting contextual information in cloud seg-
mentation. Zhan et al. [56] exploited low-level visual features
to generate sharp and detailed cloud boundaries. To further
improve the localization capability near cloud boundaries,
Yuan et al. [65] proposed an edge-aware segmentation net-
work with an encoder—decoder structure for cloud detection.

Most existing deep neural networks for cloud detection
addressed only one of these aspects. In this paper, we propose
the CDnet for cloud detection by simultaneously exploiting
multiscale and global contextual information, preserving score
map resolution, and refining object boundaries. To this end,
we introduce the FPM and BR modules. The FPM combines
multiple parallel dilated convolution layers and the GAP block.
Dilated convolution with different sampling rates enlarges the
field of view of filters and effectively incorporates multiscale
context [23]. The GAP block is able to extract image-level
features, which helps capture long-range information beyond
the capability of dilated convolutional layers. BR is a boundary
refinement residual block, which helps refine object bound-
aries. These strategies make the segmentation results more
accurate and reliable.

II1. PROPOSED METHOD

In this section, we describe the overall framework of the
proposed CDnet, as shown in Fig. 3. The key components,
i.e., modified ResNet-50, FPMs, BR blocks, classification
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rectangular box with “x2” represents the upsampling and BR operations are implemented twice. The operator
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Framework of the proposed CDnet. Red and green arrows represent the 2x downsampling and 2x upsampling operators, respectively. The red

represents the elementwise summation

operator. The first three convolution layers in the modified ResNet-50 use convolutions with stride 2, 1, and 1, respectively, and the filter size is 3 x 3.

layers, and loss function involved in the CDnet, are presented B. Modified ResNet-50 Feature Network

in detail.

A. Overall Framework of CDnet

The framework of the proposed CDnet is shown in Fig. 3.
We first use the pretrained and modified ResNet-50 network
(detailed network structure is shown in Fig. 4) to extract fea-
tures. Then, the proposed FPMs extract multiscale information
at different stages of the modified network. For each FPM,
a 3 x 3 convolution (including 512 filters, batch normaliza-
tion, and Relu) is followed to reduce the number of channels.
Finally, a 1 x 1 convolutional layer is used to generate
semantic score maps for each class. Three low-resolution
score maps are generated in the middle stages of the CDnet:
scoremapsl and scoremaps2 are 1/8 x 1/8 size of the input
image, while scoremaps3 is 1/4 x 1/4 size of the input image.
We fuse scoremapsl with scoremaps2 by an elementwise
summation operation and refine the fusion results by a BR
operation. The refined fusion results are upsampled to the
same resolution as scoremaps3.! Subsequently, we further fuse
the upsampled results with scoremaps3 by an elementwise
summation operation followed by a BR operation to obtain
a new scoremap, which is 1/4 x 1/4 size of the input image.
Finally, the new scoremap is upsampled to the same size as the
input image by two upsampling and BR operations. These key
modules of the CDnet are described in Sections III-B-III-D.

IThe upsampling layer in this paper uses bilinear interpolation.

Residual networks [54] with skip connection in each block
are easier to train and optimize particularly for very deep
networks, which achieves an impressive performance in vari-
ous vision tasks. For its promising performance in extracting
discriminative features, we stand on ResNet-50 as the main
structure of the proposed network. As shown in Fig. 3, instead
of using a 7 x 7 receptive field with a stride of 2 in the
first convolutional layer of original ResNet-50, we use three
small filters with 3 x 3 receptive fields (Convl_x block),
i.e., convl _1 with stride 2, convl 2, and conv] 3 with stride 1.
Such a modification greatly reduces the number of parameters:
the three 3 x 3 convolutional layers have 27 parameters and
the 7 x 7 convolutional layer has 49 parameters. In addi-
tion, the incorporated three nonlinear 3 x 3 convolutional
layers also make the modified ResNet-50 deeper and more
discriminative [53] than ResNet-50 (see results in Table I).
Besides, all the strides in the convolutional layers of modified
ResNet-50 are set to 1 except that the stride of the first
convolution layer of the whole network and that of the first
convolution layer in Res 3 block are set to 2, as shown
in Fig. 3. In Fig. 3, the sizes of output feature maps at
the intermediate layers of modified ResNet-50, marked by
output size, are given as normalized ratios against the original
input size.

The repeated pooling and subsampling operators of the
ResNet-50 usually led to the reduction of spatial resolution.
The loss of spatial information may be harmful to produce
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(a) (b) (©)

Fig. 4. Illustration of the receptive field of 3 x 3 dilated convolutional kernels
at dilated rates (a) 1, (b) 2, and (c) 4, respectively. (a) 1-dilated convolution
receptive field F has a size of 3 x 3. (b) 2-dilated convolution receptive field
F> has a size of 7 x 7. (c) 4-dilated convolution receptive field F3 has a size
of 15 x 15. This chart illustrates the exponential expansion of receptive field
without loss of resolution in dilated convolution.

denser features and score maps. Meanwhile, traditional net-
works usually used different convolutional kernels to extract
multiscale features, but they are associated with exponential
growth of learnable parameters. Hence, in order to enlarge
the receptive field of filters without significantly increasing
the amount of computation and avoiding the loss of spatial
information, we replace the traditional convolution with the
dilated convolution [55] in our modified Resnet-50. In the
modified ResNet-50, the dilated rates for the convolutional
layers in Res_4 and Res_5 blocks are set to 2 and 4, respec-
tively. For a standard 3x3 convolution, let F, F>, and F3,
represent the receptive fields of the 1-dilated convolution,
2-dilated convolution, and 4-dilated convolution, respectively.
The receptive field is a square of exponentially increasing size,
which is shown in Fig. 4. Let the receptive field of an element
p denoted by Fiy (i=0, 1, 2,..., n-2) and the size of the
receptive field of p in F;y; be the number of these elements.
It is clear that the size of the receptive field of each element
in Fiypis 212 — 1) x 212 —1).

C. Feature Pyramid Module

As discussed earlier, dilated convolution allows us to
significantly enlarge the receptive field of filters at deep
convolutional neural network (DCNN) layers [55]. We incor-
porate multiple parallel dilated convolutional layers with dif-
ferent sampling rates similar to the atrous spatial pyramid
pooling (ASPP) model [24] to capture multiscale context
information. To further capture global context, we combine
the multiple parallel dilated convolution layers with the
GAP block [66]. To alleviate the vanishing-gradient problem,
strengthen feature propagation, and encourage feature reusing,
we introduce a short connection by concatenating the multi-
scale features, global context features, and input features of
the FPM block into the final pyramid features.

As shown in Fig. 5, the FPM consists of four parallel
dilated convolutional layers and one GAP block followed by
an upsampling layer. To be specific, the four parallel dilated
convolutional layers have the dilated rates of 1, 6, 12, and 18,
respectively. Each dilated convolution layer has 512 filters,
followed by batch normalization and Relu, and the dropout
layer with the dropout ratio of 0.3 is used to alleviate
the overfitting. GAP combined with an upsampling layer,
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Fig. 5. FPM structure, including multiple parallel dilated convolution layers
and a GAP block followed by a upsampling layer.

Fig. 6. BR block has a residual structure.

i.e., bilinear interpolation operations, makes the output has the
same size as that of the input. Therefore, a deep convolutional
network with FPM blocks can be more accurate and efficient
trained. In Section IV-B, we compare the FPM with the
ASPP+GAP module in DeeplabV3 [24] to demonstrate the
effectiveness of the proposed FPM.

D. Boundary Refinement Module

To preserve sharp and detailed object boundaries, CRF is
usually utilized as a postprocessing step to improve segmen-
tation results, e.g., in DeeplabV2+4-CRF [23]. However, such
a postprocessing scheme could be suboptimal for the overall
inference process. In our CDnet, we adopt a BR module [22]
to refine object boundaries. The BR module is concatenated
into fully convolutional networks (FCNs) in a unified frame-
work and trained in an end-to-end manner. As shown in Fig. 6,
the BR module has a residual structure. Let 7' represent the
coarse scoremap, and the refined scoremap 7> after the BR
module can be represented as 7o = T1 + R(T}), where R(T})
is the residual branch. Fig. 7 shows an example of the coarse
scoremap T and the refined scoremap 75. It can be observed
that the BR module refines object boundaries.

E. Classification Layer and Loss

Semantic image segmentation is a multilabel classification
problem, and softmax regression is the most effective choice
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(@ (b)

Fig. 7. Example of (a) cloud image, (b) coarse score map 77, and (c) refined
score map 17.

for multiclass prediction [23], [25], [67]. Therefore, softmax
is used to classify features extracted in the CDnet. In the output
of the fully convolutional layer, let x; denote a C-dimensional
vector representing unnormalized scores for the location 7, and
softmax function is applied to each x; to generate a probability
label vector as follows:

exp(xij)
>t explxic)
To avoid overfitting, the loss function J(®) of softmax with a
regularization term is formulated as

J(©) = ——ZZ Uy = j}log —gm———

i=1 j=1

pyi = jlxi) = (1)

exp(xl])
ZC 1© Xp(xtc)

4 2
+2 el (2

where M is the number of samples, C is the number of
categories, ® contains network parameters, 1{-} represents the
indicative function, A is a coefficient to balance these two
terms, and x;. indicates the ith sample grouped into the cth
class. y; is the label of x;. The parameters ® are updated
through iterations aimed at minimizing J(®).

IV. EXPERIMENTAL RESULTS

In this section, we comprehensively evaluate the proposed
CDnet on ZY-3 satellite thumbnails. Specifically, we first
present data preparation and experimental settings. Then,
we discuss the performance of modules and variants of the
CDnet. Third, we further investigate the performance of the
CDnet qualitatively and quantitatively. Finally, we also evalu-
ate the proposed CDnet on other two cloud cover assessment
validation data sets.

A. Data Set and Experimental Settings

1) ZY-3 Satellite Cloud Cover Assessment Validation Data:
The data set consists of 475 scenes thumbnails, includ-
ing 280 RGB thumbnails and 195 gray ones, whose sizes
are 1k x 1k and 3k x 3k, respectively. Thumbnails in
the data set contain typical terrain information, including
grassland, farmland, cities, mountain areas, snowy regions, and
so on. For robust performance, images of different seasons
were sampled into the data set. The data set is divided into
three parts: 200 (train), 195 (val), and 80 (test) pixel-level
labeled images for training, validation, and testing, respec-
tively. Ground-truth segmentation masks (reference images)
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Fig. 8. Distribution of ZY-3 satellite imagery.

Fig. 9. Image cropping at the stepsize of half image size (r = 321).

are obtained by manually marking the cloud regions in satellite
thumbnails. As shown in Fig. 8, the selected scenes are
also evenly distributed across the territory of China. All
the thumbnails used in this paper can be previewed online:
http://clouds.sasmac.cn/query.

2) Data Augmentation and Crop: Data augmentation,
including image rotation and flipping, is performed to com-
pensate a limited number of images in the data set. Since the
input size of the CDnet is 321 x 321, we divide thumbnails
into subimages of the same size. As shown in Fig. 9, we divide
images into subimages of size 321 x 321 at the step size of
160. The strategy of overlapping division is adopted to achieve
translational invariance and enrich the appearance patterns of
prominent features in the sampled images. A large step size
would reduce the number of extracted patches. Meanwhile,
a small step size would lead to too much overlap of the
extracted patches. The diversity and amount of the extracted
subimages can well fit the training requirements by setting the
step size to half of the subimage size. After data augmentation
and cropping, there are about 46k subimages in the training
data set.

3) Comparison Methods and Evaluation Metrics: We
compare our proposed CDnet with three CNN-based cloud
detection methods, i.e., DPN [60], MVGG-16 [56], and
L-unet [61]. DPN is a deep pyramid network with encoder
and generator filter blocks (decoder architecture) for cloud
detection from RGB RSIs. MVGG-16 is a fully convolutional
version of VGG-16 adapted for cloud and snow detection
on remote sensing imagery. L-unet is a lightweight neural
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network based on U-Net model [62] tailored for on-board
cloud detection in small satellites.

For comprehensive evaluation, we also compare with
five representative segmentation networks for generic
images, i.e., FCN-8 [67], DeeplabV2 [23], DeeplabV3 [24],
DeeplabV3+ [44], and PSPnet [25]. FCN-8 is a well-known
FCN, where the output scoremap is 1/8 x 1/8 size of the
input image. DeeplabV2 is a semantic segmentation network
with atrous convolution and fully connected CRF. DeepLabV3
improves DeepLabV2 using filters at multiple sampling rates
and effective field of views. DeepLabV3+ further improves
DeepLabV3 using an encoder—decoder structure with atrous
separable convolution for semantic image segmentation.
PSPnet is a pyramid scene parsing network and ranked the
first on the ImageNet scene parsing challenge 2016, PASCAL
VOC 2012 benchmark, and Cityscapes benchmark.

Besides, two traditional machine learning methods,
i.e., MaxLike classifier [7] and SVM [36], are also com-
pared. To comprehensively measure the segmentation results,
we utilize five widely used quantitative metrics, i.e., overall
accuracy (OA), MloU, kappa coefficient (Kappa), producer
accuracy (PA), and user accuracy (UA) [7], [67].

4) Experimental Setting: All CNNs were trained under the
Caffe framework and optimized by the stochastic gradient
descent (SGD) algorithm [68]. The operating system is Ubuntu
14.04 equipped with NVIDIA GTX 1080 Ti GPU. The pro-
posed CDnet is trained in an end-to-end manner. Learning rate
started with 2 x 107%, whose decay policy is “poly” [23].
The number of minibatch size, momentum, and total iteration
is 8, 0.9, and 2 x 10°, respectively. Competing CNN-based
methods are trained with the same parameter settings as
the CDnet and fine-tuned with their corresponding pretrained
CNN weights.?

B. Evaluation of the Proposed FPM

In this section, we evaluate the proposed FPM block by
comparing with the ASPP+GAP module in DeeplabV3 [24].
The structure of the ASPP+GAP module is shown in
Fig. 10(a). It consists of one 1 x 1 convolution, three
3 x 3 convolutions, and a GAP block. The four parallel dilated
convolutional layers have dilated rates of 1, 6, 12, and 18,
respectively. Each dilated convolution layer has 256 filters,
followed by batch normalization and Relu. Different from
ASPP+GAP in DeeplabV3 [24], each convolution layer in
the proposed FPM block has 512 filters. Therefore, the FPM
block is able to learn features containing more contextual
information. In addition, the proposed FPM has three kinds
of features, i.e., four parallel dilated convolution layers to
extract multiscale features, one GAP block to extract global
features, and the original input features introduced by a
short connection. As a result, FPM is able to alleviate the

2CDnet: https://github.com/tornadomeet/ResNet. FCN-8: https://github.com/
shelhamer/fcn.berkeleyvision.org. DeeplabV2: https://bitbucket.org/
aquariusjay/deeplab-public-ver2.PSPnet: https://hszhao.github.io/projects/
pspnet/. DPN and MVGG-16: http://www.robots.ox.ac.uk~vgg/research/very_
deep/. DeeplabV3: https://github.com/rishizek/tensorflow-deeplab-v3.
DeeplabV3+: https://github.com/rishizek/tensorflow-deeplab-v3-plus.
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Fig. 10. Key module structure, where (a) ASPP4+-GAP is first proposed in
DeeplabV3 and (b) FPM is proposed in this paper.

TABLE I
CLOUD EXTRACTION ACCURACY (%)

Method OA MIoU | Kappa PA UA
CDnet(ASPP+GAP) | 9541 | 89.38 | 82.05 | 87.82 | 89.85
CDnet(FPM) 96.47 | 91.70 | 85.06 | 89.75 | 90.41

| Thumbnails

[ ASPPGAP

FPM

Legend | /Cloud IEEEEEENon-cloud [ Misclassification

Fig. 11. Cloud detection results for tough cases with cloud—snow coexisting
areas. (a) and (b) Two RGB thumbnails. (c) and (d) Two gray thumbnails.

vanishing-gradient problem, strengthen feature propagation,
and encourage feature reusing.

In Table I, we present the quantitative results of our CDnet
with different modules, i.e., FPM and ASPP+GAP. It can
be seen that the proposed CDnet with the FPM module
achieves better cloud detection performance than CDnet with
the ASPP+GAP module. Fig. 11 presents the visual com-
parison results for four typical tough cases with cloud—snow
coexistence areas. The results detected by FPM present less
misclassified pixels than those detected by ASPP+GAP. This
attributes to the powerful capability of FPM in extracting
more rich, representative, and discriminative features than
ASPP+GAP.
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Fig. 12. Detailed structures of the three network structure variants. The red and green arrows represent the downsample and upsample operators, respectively.

The red rectangular box represents upsample, and BR implemented twice in CDnet-C and three times in CDnet-A and CDnet-B. The operator

represents

the elementwise sum operators. The first three convolution layers in the modified ResNet-50 use convolutions with stride 2, 1, and 1, respectively, and the

filter size is 3 x 3.

C. Ablation Experiments

1) Network Structures: To demonstrate the effectiveness
of the proposed CDnet, we first evaluate MRN+FPM and
MRN+FPM+BR to investigate the performance of two
key components, i.e., FPM and BR block. Specifically,
in MRN+FPM, an FPM module is appended to the modified
ResNet-50 (MRN), where the scoremap is directly upsampled
to the same size as the input image without BR. While
in MRN+FPM+BR, the scoremap is enhanced by a BR
operation before upsampling. Second, we design CDnet-FPM,
CDnet-BR, and CDnet-FPM-BR to investigate ablation exper-
iments for FPM and BR. In CDnet-FPM, the FPM module
is removed from the CDnet. In CDnet-BR, the BR module is

removed from the CDnet. In CDnet-FPM-BR, both FPM and
BR modules are removed from the CDnet. Third, in order to
investigate the effectiveness of the proposed CDnet, we design
three variant network structures, i.e., CDnet-A, CDnet-B, and
CDnet-C, as shown in Fig. 12.

In this paper, the proposed CDnet consists of MRN and mul-
tiple FPM+BR modules, which utilizes the features extracted
from different scales and levels. In contrast, the network of
MRN+FPM+BR and CDnet-A only contains one FPM+BR
module, which can only take advantage of the features at
one scale and level. MRN+FPM+BR directly upsamples the
scoremap refined by BR to the resolution of the original input
image, while CDnet-A gradually upsamples the scoremap
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TABLE II

CLOUD EXTRACTION ACCURACY (%) FOR MODULES
AND VARIANTS OF THE CDNET

Method OA | MIoU | Kappa PA UA
ResNet50 91.13 | 82.83 | 73.38 | 81.99 | 80.34
MRN* 93.03 | 8524 | 77.51 | 82.59 | 82.82
MRN+FPM 93.89 | 88.50 | 81.82 | 87.10 | 85.51
MRN+FPM+BR | 94.31 | 88.97 | 82.59 | 87.12 | 87.04
CDnet-FPM 93.14 | 88.14 | 80.44 | 87.64 | 84.46
CDnet-BR 95.04 | 89.63 | 83.78 | 87.36 | 88.67
CDnet-FPM-BR | 93.10 | 87.91 | 80.01 | 87.01 | 83.84
CDnet-A 94.84 | 89.41 | 8291 | 87.32 | 88.07
CDnet-B 95.27 | 90.51 | 84.01 | 88.97 | 89.71
CDnet-C 96.09 | 90.73 | 84.27 | 88.74 | 90.28
CDnet 96.47 | 91.70 | 85.06 | 89.75 | 90.41

« MRN is the abbreviation of modified ResNet-50.

to the resolution of the original input image by performing
upsampling and BR operations for three times. In addition, the
main difference among three variant networks and CDnet lies
in the utilization of scoremap derived from different feature
maps of modified ResNet-50. Specifically, the proposed CDnet
fuses the end feature maps of Res_2, Res 3, and modified
ResNet-50. In contrary, CDnet-A only utilizes the end feature
maps of modified ResNet-50; CDnet-B utilizes the end feature
maps of Res_3 and modified ResNet-50; CDnet-C utilizes the
end feature maps of Res_2 and modified ResNet-50.

2) Quantitative Results: As shown in Table II, MRN has
a better performance than original ResNet50 [54]. A stack of
three 3 x 3 convolutional layers instead of 7 x 7 convolu-
tional layer makes network deeper and decision function more
discriminative. Replacing the traditional convolution with the
dilated convolution also enlarges the receptive field without
significantly increasing the amount of computation. These
strategies make the detection results of MRN more accurate
than those of original ResNet50. Using upsampling as a
naive decoder, MRN+FPM outperforms MRN by 3.26% and
4.31% in terms of MIoU and Kappa, respectively. The results
verify the capability of the FPM block that captures more
discriminative features at different scales than single-scale
filters. By adding the BR block, MRN+FPM+BR outperforms
MRN+FPM by almost 0.47% and 0.77% in terms of MIoU
and Kappa, respectively.

In ablation experiments, CDnet-BR provides the best
results, which suggests that the FPM module contributes
the most to the detection performance. CDnet outper-
forms CDnet-BR, CDnet-FPM, and CDnet-FPM-BR, which
demonstrates that FPM, BR, and encoder—decoder network
structure all contribute to the segmentation results. CDnet
variants show a better performance than ResNet50, MRN,
MRN+FPM, MRN+FPM+BR, CDnet-FPM, CDnet-BR, and
CDnet-FPM-BR for most cases, excepting that CDnet-A is
slightly inferior to CDnet-BR. The proposed CDnet outper-
forms its three variants, which demonstrates that features at
midlevel and low-level layers also contribute to segmentation
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accuracy, and fusion of these different layers’ features provides
better cloud segmentation results than a particular layer alone.

D. Cloud Detection Results on ZY-3 Data Set

1) Qualitative Results: CDnet is the best in performance
as verified by the results in Section IV-C and is further
compared with other methods on ZY-3 satellite thumb-
nails cloud cover validation data. Visual results for typical
thumbnails are shown in Fig. 13 for CNN-based methods
and in Fig. 14 for two traditional learning-based methods.
In Fig. 13, four RGB thumbnails and four gray thumbnails are
selected, including three snow-free (only clouds cover) thumb-
nails [see Fig. 13(a), (e), and (g)], three cloud—snow coexist-
ing thumbnails [see Fig. 13(b), (c), and (f)], and two only
snow cover region thumbnails [see Fig. 13(d) and (h)]. Fig. 14
also uses the same set of thumbnails. For visual inspection,
correctly detected cloud pixels are marked in bright cyan,
while noncloud pixels are marked in black. Misclassified
pixels are marked in red.

Results in Figs. 13 and 14 show that CNN-based
methods are far more accurate than two traditional machine
learning-based methods, as the results of MaxLike [7] and
SVM [36] contained more misclassified pixels marked in red.
Cloudless images with heavy snow are detected as cloudy
regions by MaxLike and SVM, while CNN-based methods
are able to provide better results although they also have
different performance. For example, OA values of MaxLike
and SVM averaged over the exemplar images are 0.5897 and
0.6310, respectively, which are significantly lower than that of
L-unet, i.e., 0.8022, the poorest performer among CNN-based
methods. The proposed CDnet has the higher average OA
value, i.e., 0.9691, thanks to its capability in distinguishing
could regions even from challenging snow—cloud coexistence
cases.

Among CNN-based methods, L-unet produces more
misclassified pixels in snow cover regions. FCN-8 has a
deeper neural network structure and it produces better seg-
mentation results than L-unet. Modified VGG-16 (MVGG-16)
simultaneously exploits low-level and high-level features and
significantly outperforms FCN-8. Both using VGG-16 as the
network backbone, DPN and DeeplabV2 achieve a better
performance than MVGG-16. The PSPnet exploits global
context information via a pyramid scene parsing network
and achieves s better performance than FCN-8, MVGG-16,
DPN, and DeeplabV2. DeepLabV3 and DeepLabV3+ fur-
ther improve semantic segmentation accuracy by incorporat-
ing multiscale filters or encoder—decoder network structure.’
Being a departure from the above eight CNN-based methods,
the proposed CDnet integrates the advantages of FPM and
BR block, achieving the best segmentation results. As shown
in Fig. 13, CDnet successfully distinguishes cloud and snow
pixels from RGB and gray images. The results demonstrate
that the CDnet is able to capture discriminative features of
clouds and greatly improve accuracy of cloud mask extraction
in snow-covered areas.

3In this paper, we set ResNet-50 as the network backbone of PSPnet,
DeepLabv3, and Deeplab V3+ for fair comparison with CDnet.



6204 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 57, NO. 8, AUGUST 2019

© (d) _© ® | (@ (h)

Thumbnails

L-unet

FCN-8

MVGG-16

DPN

DeeplabV2

PSPnet

DeeplabV3

DeeplabV3+

CDnet

Legend [ [Cloud [ Non-cloud [H Misclassification

Fig. 13.  Comparison of cloud extraction results of CNN-based methods in thumbnails of ZY-3 satellite imagery. (a)—(d) Four RGB thumbnails. (e)-(h) Four
gray thumbnails. Among of them, (a), (e), and (g) are for cloud-only cases, (b), (c), and (f) are for cloud-snow co-existing cases, and (d) and (h) are for
snow-only case. The sizes of RGB thumbnails and gray thumbnails are 1k x 1k and 3k x 3k, respectively.

2) Quantitative Results: Table III presents quantitative cause an apparent reduction in the cloud PA and UA [69].
results in terms of OA, MIOU, Kappa, PA, and UA. We note Therefore, images with cloud coverage less than 5% are
that a low cloud coverage of percentage (less than 5%) may not included in the evaluation. Results in Table III indicate
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Fig. 14.  Comparison of cloud extraction results of classic learning-based methods in thumbnails of ZY-3 satellite imagery. Thumbnails are the same as in

those in Fig. 13.

TABLE III
CLOUD EXTRACTION ACCURACY (%)

Method OA MIoU | Kappa PA UA
Maxlike 77.73 | 66.16 53.55 | 91.30 | 54.98
SVM 78.21 | 66.79 54.87 | 91.77 | 56.37
L-unet 86.51 | 73.67 63.79 | 83.15 | 64.79
FCN-8 90.53 | 81.08 68.08 | 82.91 | 78.87
MVGG-16 92.73 | 86.65 78.94 | 88.12 | 81.84
DPN 93.11 | 86.73 79.05 | 87.68 | 83.96
DeeplabV2 93.36 | 87.56 | 79.12 | 87.50 | 84.65
PSPnet 94.24 | 88.37 81.41 86.67 | 89.17
DeeplabV3 95.03 | 88.74 81.53 | 87.63 | 89.72
DeeplabV3+ | 96.01 | 90.45 83.92 | 88.47 | 90.03
CDnet 96.47 | 91.70 85.06 | 89.75 | 90.41

that the proposed CDnet consistently outperforms eight other
CNN-based comparison methods in terms of OA, MloU,
Kappa, PA, and UA. Moreover, these CNN-based methods
are significantly better than the two traditional methods,
since hand-crafted features are not as discriminative as those
extracted by CNN-based methods. Nevertheless, the PA of
the two traditional methods is higher than that of CNN-based
methods, since they tend to classify all white pixels as cloud
regions, including snow coverage areas. As a result, their UA
values are significantly lower than those of the CNN-based
methods.

E. Experiments on GF-1 and Landsat-8 Cloud Cover
Assessment Validation Data

1) GF-1 Satellite Image: GF-1 WFV Cloud and Cloud
Shadow Cover Validation Data released by the SENDIMAGE
Lab includes 108 GF-1 wide field-of-view (WFV) level-2A
scenes and their corresponding cloud and cloud shadow refer-
ence masks.* In this experiment, we use 40 (train), 40 (val),

4http://sendimage.whu.edu.cn/en/mfc—validation—data/

and 28 (test) scenes for training, validation, and testing,
respectively. Data are composed of channels 4, 3, and 2. In
the training stage, we divide the large GF-1 satellite imagery
into subimages with the size of 321 x 321. In the testing stage,
we divide the original image into subimages of size 513 x 513,
since our GPU memory is not enough to process large size
images. The final result for the whole image is generated by
stitching the results of subimages together. The settings for the
training and testing are the same as those for ZY-3 satellite
thumbnails. We compare our proposed CDnet with the eight
CNN-based methods. In addition, the automatic multifeature
combined (MFC) cloud detection method [16], which is the
baseline method for GF1 data set, is also compared. In this
paper, we do not use the low-accuracy traditional methods,
i.e., Maxlike [7] and SVM [36], as comparison methods in the
additional tests on GF-1 Cloud Cover Assessment Validation
Data. The cloud extraction results of four typical GF-1 Satellite
imageries are shown in Fig. 15. Table IV shows quantitative
results on the testing data set. Both results in Fig. 15 and
Table IV suggest that the proposed CDnet achieves the best
segmentation accuracy.

2) Landsat-8 Cloud Cover Assessment Validation Data:
Original Landsat-8 Cloud Cover Assessment Validation Data
contains 96 operational land imager (OLI) thermal infrared
sensor (TIRS) terrain-corrected (Level-1T) scenes.” In this
experiment, we select 22 (22)-scene Landsat-8 satellite images,
whose cloud percentages lie in 35%~100%, for training (val-
idation). The data for training and validation include barren,
grass/crops, forest, shrubland, urban, snow/ice, wetlands, water
area, and so on. In addition, 11-scene images with the cloud
percentage of 35%~100% and another 20-scene images with
the cloud percentage of 5%~35% are selected for testing.®

5 https://landsat.usgs.gov/landsat-8-cloud-cover-assessment-validation-data

STn order to construct a balanced distributed data set, 21-scene images
with the cloud percentage of 0%~5% in data set are excluded for training,
validation, and testing [69].
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DeeplabV2

Legend : Cloud _ Non-cloud _ Misclassification
Fig. 15. Comparison of cloud extraction results of different methods in three GF-1 Satellite imageries. From top to bottom, they are thick cloud, thin cloud,

cloud, and snow—cloud coexistence images, respectively.

To verify the performance of CNN-based methods with partial —experimental setting for training and testing are the same
spectral information, channels 3-5 of Landsat-8 satellite image as GF-1 satellite image validation data. In addition, Fmask
are used in the training and testing. Data preprocessing and algorithm (Fmask) [70] is the baseline method for Landsat-8
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Fig. 16. Comparison of cloud extraction results of different methods in three Landsat8 Satellite imageries. From top to bottom, they are typhoon eye cloud,
inland desert cloud, snow/ice and wetlands area cloud, and rainforest cloud images, respectively.

Satellite image data set and is also included in the comparison. Table V suggest that the proposed CDnet network achieves
The cloud extraction results of four typical Landsat-8 satellite  promising cloud detection performance for Landsat-8 satellite
images are shown in Fig. 16. Table V shows the quantitative image, and it outperforms Fmask and other eight CNN-based
results of the testing data set. Both results in Fig. 16 and methods.
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TABLE IV
CLOUD EXTRACTION ACCURACY (%) OF GF-1 SATELLITE IMAGERY

Method OA MloU | Kappa PA UA
MFC 9236 | 80.32 | 74.64 | 83.58 | 75.32
L-unet 92.44 | 8239 | 76.26 | 87.61 | 74.98
FCN-8 92.61 | 8271 | 76.45 | 87.45 | 75.61
MVGG-16 | 93.07 | 86.17 | 77.13 | 87.68 | 79.50
DPN 93.19 | 8632 | 77.25 | 86.85 | 80.93
DeeplabV2 | 95.07 | 87.00 | 80.07 | 86.60 | 82.18
PSPnet 9530 | 87.45 | 80.74 | 85.87 | 83.27
DeeplabV3 | 95.95 | 88.13 | 81.05 | 86.36 | 88.72
DeeplabV3+ | 96.18 | 89.11 | 82.31 | 87.37 | 89.05
CDnet 96.73 | 89.83 | 83.23 | 87.94 | 89.60

TABLE V

CLOUD EXTRACTION ACCURACY (%) OF LANDSAT-8
SATELLITE IMAGERY

Method OA MloU | Kappa PA UA
Fmask 85.21 | 71.52 | 63.01 | 86.24 | 70.38
L-unet 90.56 | 77.95 | 68.79 | 79.32 | 78.94
FCN-8 90.88 | 78.84 | 71.32 | 76.28 | 82.31
MVGG-16 | 93.28 | 81.83 | 76.90 | 77.29 | 83.00
DPN 9331 | 81.59 | 77.08 | 78.80 | 88.57
DeeplabV2 | 93.40 | 86.13 | 81.20 | 83.46 | 90.92
PSPnet 94.11 | 86.34 | 81.52 | 84.61 | 89.93
DeeplabV3 | 94.67 | 86.90 | 81.63 | 84.93 | 89.87
DeeplabV3+ | 9543 | 88.29 | 83.12 | 86.98 | 90.59
CDnet 96.38 | 90.32 | 84.31 | 89.52 | 91.92
CDnet+ 97.16 | 90.84 | 84.91 | 90.15 | 92.08

Spectral information in channels 6, 7, and 9 of Landsat-8
satellite image is informative differentiating between clouds
and snow. Data with channel compositions 3—-7 and 9 are also
used for training and testing. Meanwhile, we also present the
results of CDnet trained on Landsat-8 satellite image with
channels 3—7 and 9 in Fig.16, denoted by CDnet+. However,
CDnet+ only slightly improves cloud detection performance
at the price of more computation and memory usage. The
results verify that the proposed CDnet is able to successfully
extract discriminative features from spatial information (tex-
ture information) with limited spectral information. As a result,
the CDnet is capable of differentiating clouds and snow in
cloud—snow coexistence images.

3) Summary: By analyzing the cloud extraction results
on GF-1 and Landsat-8 data set, the proposed CDnet can
reliably extract cloud masks on various remote sensing
imageries. Meanwhile, the experimental results show that
the CDnet is able to obtain kappa coefficient larger than
83%, which suggests almost perfect consistency with the
ground truth according to the interpretation kappa criterion,
ie., 0~20% extremely low consistency, 21%~40% gen-
eral consistency, 41%~60% moderate consistency, 61%~80%
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Fig. 17. Boundary localization capability of thin cloud on ZY-3 satellite
thumbnails. (Top) Thin-cloud region. (Bottom) Cloud detection results of the
CDnet.

high consistency, and 81%~100% almost perfect [71]. Most
notably, the CDnet has achieved the best performance, out-
performing other CNN-based methods, including the recent
Deeplab series [23], [24], [44] and the PSPnet [25]. These
results show that the proposed CDnet has a powerful semantic
segmentation capability, which can be well used for remote
sensing imagery clouds’ detection.

V. CONCLUSION AND FUTURE WORK

In this paper, we propose a neural network (CDnet) for
cloud mask extraction from ZY-3 satellite thumbnails. The
CDnet has three advantages: 1) it extracts multiscale con-
textual information without loss of resolution and coverage;
2) it exploits high-level semantic features and mid-to-low-level
visual features for category recognition of image regions and
generates relatively detailed boundaries; 3) it captures sharper
object boundaries by refining boundary operation and gradu-
ally recovers score maps resolution with an encoder—decoder
network structure. Experimental results on ZY-3 satellite
thumbnails show that the CDnet is able to achieve promising
performance for generic RSIs, even for tough cases such as
those containing cloud—snow coexistence areas. In addition,
the CDnet has strong robustness and adapts well to other
satellite imageries. Experimental results on GF-1 WFV Cloud
Cover Validation Data and Landsat-8 Cloud Cover Assessment
Validation Data show that the CDnet is able to achieve equally
excellent cloud detection performance using only three-band
information of the multispectral imageries.

Although the CDnet obtains satisfactory cloud detection
results, the boundary localization for thin cloud needs to be
further improved. As shown in Fig. 17, the thin-cloud areas
have many omission pixels in the segmentation results. This
may be due to the insufficient data of this type. We will gather
more thin-cloud samples in our future work.
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