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Abstract—In many decision making tasks, values of features and decision are ordinal. Moreover, there is a monotonic constraint that

the objects with better feature values should not be assigned to a worse decision class. Such problems are called ordinal classification

with monotonicity constraint. Some learning algorithms have been developed to handle this kind of tasks in recent years. However,

experiments show that these algorithms are sensitive to noisy samples and do not work well in real-world applications. In this work, we

introduce a new measure of feature quality, called rank mutual information (RMI), which combines the advantage of robustness of

Shannon’s entropy with the ability of dominance rough sets in extracting ordinal structures from monotonic data sets. Then, we design

a decision tree algorithm (REMT) based on rank mutual information. The theoretic and experimental analysis shows that the proposed

algorithm can get monotonically consistent decision trees, if training samples are monotonically consistent. Its performance is still good

when data are contaminated with noise.

Index Terms—Monotonic classification, rank entropy, rank mutual information, decision tree

Ç

1 INTRODUCTION

ORDINAL classification is a kind of important tasks in
management decision, evaluation, and assessment,

where the classes of objects are discretely ordinal, instead
of numerical or nominal. In these tasks, if there exists a
constraint that the dependent variable should be a mono-
tone function of the independent variables [5], [19], namely,
given two objects x and x0, if x � x0, then we have
fðxÞ � fðx0Þ, we call this kind of tasks monotonic classifica-
tion, also call it ordinal classification with monotonicity
constraints [2], [3], [5], multicriteria decision making [1], [4].

Monotonic classification tasks widely exist in real-world
life and work. We select commodities in a market according
to the price and quality; employers select their employees
based on their education and experience; investors select
stocks or bonds in terms of their probability of appreciation
or risk; Universities select scholarship offers according to
students’ performances. Editors make a decision on a
manuscript according to its quality. If we collect a set of
samples of a monotonic classification task, we can extract
decision rules from the data for understanding the decisions
and building an automatic decision model.

Compared with general classification problems, much
less attention has been paid to monotonic classification
these years [6], [7]. In some literature, a monotonic
classification task was transformed from a k-class ordinal

problem to k� 1 binary class problems [9]. Then a learning
algorithm for general classification tasks was employed on
the derived data. In fact, this technique did not consider the
monotonicity constraints in modeling.

Rule extraction from monotonic data attracts some
attention from the domains of machine learning and
decision analysis. Decision tree induction is an efficient,
effective, and understandable technique for rule learning
and classification modeling [10], [11], [12], where a function
is required for evaluating and selecting features to partition
samples into finer subsets in each node. Several measures,
such as Gini, chi-square, and Gain ratio, were introduced
into decision tree construction algorithms [10], [12]. It was
concluded that Shannon’s entropy outperforms other
evaluation functions in most tasks [13]. Information en-
tropy-based decision tree algorithms have been widely
discussed and used in machine learning and data mining.
Unfortunately, Shannon’s information entropy cannot
reflect the ordinal structure in monotonic classification.
Even given a monotone data set, the learned rules might not
be monotonic. This does not agree with the underlying
assumption of these tasks and limits the application of these
algorithms to monotonic classification.

In order to deal with monotonic classification, entropy-
based algorithms were extended in [14], where both the
error and monotonicity were taken into account while
building decision trees; a nonmonotonicity index was
introduced and used in selecting attributes. In [15], an
order-preserving tree-generation algorithm was developed
and a technique for repairing nonmonotonic decision trees
was provided for multiattribute classification problems
with several linearly ordered classes. In 2003, a collection
of pruning techniques were proposed to make a nonmono-
tone tree monotone by pruning [33]. Also in 2003, Cao-Van
and Baets constructed a tree-based algorithm to avoid
violating the monotonicity of data [16], [41]. In [32], Kamp
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et al. proposed a new algorithm for learning isotonic
classification trees (ICT). In 2008, Xia et al. extended the
Gini impurity used in CART to ordinal classification, and
called it ranking impurity [17]. Although the algorithms
mentioned above enhance the capability of extracting
ordinal information, they cannot ensure a monotone tree
is built if the training data are monotone.

In 2009, Kotlowski and Slowinski proposed an algorithm
for rule learning with monotonicity constraints [18]. They
first monotonized data sets using a nonparametric classifi-
cation procedure and then generated rule ensemble con-
sistent with the monotonized data sets. In 2010, Feelders also
discussed the effectiveness of relabeling in the monotonic
classification [40]. If there is a small quantity of inconsistent
samples, this technique may be effective. However, if a lot of
inconsistent samples exist, these techniques have to revise
the labels of the inconsistent samples, as shown in [18]. This
maybe lead to information loss. In 2010, Jimnez et al.
introduced a new algorithm, POTMiner, to identify frequent
patterns in partially ordered trees [19]. This algorithm did
not consider the monotonicity constraints.

In addition, by replacing equivalence relations with
dominance relations, Greco et al. generalized the classical
rough sets to dominance rough sets for analyzing multi-
criteria decision making problems in [20]. The model of
dominance rough sets can be used to extract rules for
monotonic classification [36], [39]. Since then a collection of
research works have been reported to generalize or employ
this model in monotonic classification [20], [21], [22], [23],
[24], [35]. It was reported that dominance rough sets
produced large classification boundary on some real-world
tasks [28], which made the algorithm ineffective as no or
few consistent rules could be extracted from data.

Noise has great influence on modeling monotonic
classification tasks [25]. Intuitively, algorithms considering
monotonicity constraints should offer significant benefit
over nonmonotonic ones because the monotonic algorithms
extract the natural properties of the classification tasks.
Correspondingly, the learned models should be simpler
and more effective. However, numerical experiments
showed that the ordinal classifiers were statistically indis-
tinguishable from nonordinal counterparts [25]. Sometimes
ordinal classifiers performed even worse than nonordinal
ones. What are the problems with these ordinal algorithms?
The authors attributed this unexpected phenomenon to the
high levels of nonmonotonic noise in data sets. In fact, both
the experimental setup and noisy samples lead to the
incapability of these ordinal algorithms. In order to
determine whether applying monotonicity constraints im-
proves performance of algorithms, one should make a
monotone version of this algorithm that resembles the
original algorithm as much as possible and then to see
whether performance improves.

More than 15 years ago, robustness was considered as an
important topic in decision analysis [26]. In monotonic
classification, decisions are usually given by different
decision makers. The attitudes of these decision makers
may vary from time to time. Therefore, a lot of inconsistent
samples exist in gathered data sets. If the measures used to
evaluate quality of attributes in monotonic classification are
sensitive to noisy samples, the performance of the trained

models would degrade. An effective and robust measure of
feature quality is required in this domain [38].

The objective of this work is to design a robust and
understandable algorithm for monotonic classification tasks.
There usually are a lot of inconsistent samples in the noisy
context. We introduce a robust measure of feature quality,
called rank entropy, to compute the uncertainty in mono-
tonic classification. As we know, Shannon’s information
entropy is robust in evaluating features for decision tree
induction [10], [13], [34]. Rank entropy inherits the advan-
tage of robustness of Shannon’s entropy [27]. Moreover, this
measure is able to reflect the ordinal structures in monotonic
classification. Then, we design a decision tree algorithm
based on the measure. Some numerical tests are conducted
on artificial and real-world data sets. The results show the
effectiveness of the algorithm. The contributions of this work
is threefolds. First, we discuss the properties of rank entropy
and rank mutual information (RMI). Second, we propose a
decision tree algorithm based on rank mutual information.
Finally, systemical experimental analysis is presented to
show the performance of the related algorithms.

The rest of the paper is organized as follows: Section 2
introduces the preliminaries on monotonic classification.
Section 3 gives the measure of ordinal entropy and
discusses its properties. The new decision tree algorithm
is introduced in Section 4. Numerical experiments are
shown in Section 5. Finally, conclusions and future work are
given in Section 6.

2 PRELIMINARIES ON MONOTONIC CLASSIFICATION

AND DOMINANCE ROUGH SETS

Let U ¼ fx1; . . . ; xng be a set of objects and A be a set of
attributes to describe the objects; D is a finite ordinal set of
decisions. The value of xi in attributes a 2 A or D is denoted
by vðxi; aÞ or vðxi;DÞ, respectively. The ordinal relations
between objects in terms of attribute a or D is denoted by �.
We say xj is no worse than xi in terms of a or D if vðxi; aÞ �
vðxj; aÞ or vðxi;DÞ � vðxj;DÞ, denoted by xi �a xj and
xi �D xj, respectively. Correspondingly, we can also define
xi �a xj and xi �D xj . Given B � A, we say xi �B xj if for
8a 2 B, we have vðxi; aÞ � vðxj; aÞ. Given B � A, we
associate an ordinal relation on the universe defined as

R�B ¼ fðxi; xjÞ 2 U � Ujxi �B xjg:

A predicting rule is a function

f : U ! D;

which assigns a decision in D to each object in U . A
monotonically ordinal classification function should satisfy
the following constraint:

xi � xj ) fðxiÞ � fðxjÞ; 8xi; xj 2 U:

As to classical-classification tasks, we know that the
constraint is

xi ¼ xj ) fðxiÞ ¼ fðxjÞ; 8xi; xj 2 U:

Definition 1. Let DT ¼ <U;A;D> be a decision table, B � A.
We say DT is B-consistent if 8a 2 B and xi; xj 2 U ,
vðxi; aÞ ¼ vðxj; aÞ ) vðxi;DÞ ¼ vðxj;DÞ.
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Definition 2. Let DT ¼ <U;A;D> be a decision table, B � A.
We say DT is B-monotonically consistent if 8xi; xj 2 U ,
xi �B xj, we have xi �D xj.

It is easy to show that a decision table is B-consistent if it
is B-monotonically consistent [5].

In real-world applications, data sets are usually neither
consistent nor monotonically consistent due to noise and
uncertainty. We have to extract useful decision rules from
these contaminated data sets. Dominance rough sets were
introduced to extract decision rules from data sets. We
present some notations to be used throughout this paper.

Definition 3. Given DT ¼ <U;A;D>;B � A, we define the
following sets

1. ½xi��B ¼ fxj 2 U jxi �B xjg;
2. ½xi��D ¼ fxj 2 Ujxi �D xjg.
We can easily obtain the following properties:

1. If C � B � A, we have ½xi��C � ½xi�
�
B;

2. If xi �B xj, we have xj 2 ½xi��B and ½xj��B � ½xi�
�
B;

3. ½xi��B ¼ [f½xj�
�
Bjxj 2 ½xi�

�
Bg;

4. [f½xi��Bjxi 2 Ug ¼ U .

The minimal and maximal elements of decision D are
denoted by dmin and dmax, respectively, and d�i ¼ fxj 2
U jdi � vðxj;DÞg. Then d�min ¼ U and d�max ¼ dmax.

Definition 4. Given DT ¼ <U;A;D>, B � A, di is a decision
value of D. As to monotonic classification, the upward lower
and upper approximations of d�i are defined as

R�Bd
�
i ¼

�
xj 2 Uj½xj��B � d

�
i

�
;

R�Bd
�
i ¼

�
xj 2 U j½xj�>B \ d

�
i 6¼ ;

�
;

The model defined above is called dominance rough sets,
introduced by Greco et al. [20]. This model was widely
discussed and applied in recent years [21], [23], [24].

We know that d�i is a subset of objects whose decisions

are equal to or better than di, and R�Bd
�
i is a subset of objects

whose decisions are no worse than di if their attribute

values are better than xi, whereas R�Bd
�
i is a subset of objects

whose decisions might be better than di. Thus R�Bd
�
i is the

pattern consistently equal to or better than di.

It is easy to show that R�Bd
�
i � d�i � R�Bd

�
i and the subset

of objects

BNDBðd�i Þ ¼ R�Bd
�
i �R�Bd

�
i

is called the upward boundary region of di in terms of
attribute set B.

Analogically, we can also give the definitions of down-

ward lower and upper approximations, and boundary

region R�Bd
�
i , R�Bd

�
i , BNDBðd�i Þ. We can obtain that

BNDB

�
d�i
�
¼ BNDB

�
d�i�1

�

for 8i > 1. Finally, the monotonic dependency of D on B is
computed as

�BðDÞ ¼
jU � [Ni¼1 BNDBðdiÞj

jU j :

If decision table DT is monotonically consistent in terms
of B, we have BNDBðdiÞ ¼ ;. In addition, as d�max ¼ U and
d�min ¼ U thus R�Bd

�
max ¼ U and R�Bd

�
min ¼ U .

Dominance rough sets give us a formal framework for
analyzing consistency in monotonic classification tasks.
However, it was pointed out that decision boundary
regions in real-world tasks are so large that we cannot
build an effective decision model based on dominance
rough sets because too many inconsistent samples exist in
data sets according to the above definition [28]. Dominance
rough sets are heavily sensitive to noisy samples. Several
mislabeled samples might completely change the trained
decision models. Here, we give a toy example to show the
influence of noisy data.

Example 1. Table 1 gives a toy example of monotonic
classification. There are 10 samples described with an
attribute A. These samples are divided into three grades
according to decision D. We can see that the decisions of
these samples are consistent for the samples with larger
attribute values are assigned with the same or better
decisions. In this case dependency �AðDÞ ¼ 1.

Now we assume that samples x1 and x10 are
mislabeled; and x1 belongs to d3, while x10 belongs to
d1. As

d�1 ¼ fx1; . . . ; x10g; d�2 ¼ fx1; x5; x6; x7; x8; x9g;
d�3 ¼ fx1; x8; x9g;

then

R�d�1 ¼ fx1; . . . ; x10g; R�d�1 ¼ fx1; . . . ; x10g;
R�d�2 ¼ ;; R�d�2 ¼ fx1; . . . ; x10g;
R�d�3 ¼ ;; R�d�3 ¼ fx1; . . . ; x10g:

So R�Bd
�
2 ¼ R

�
Bd
�
3 . We derive �AðDÞ ¼ 0 in this context.

From this example, we can see that dominance rough
sets are sensitive to noisy data.

The above analysis shows that although the model of
dominance rough sets provides a formally theoretic frame-
work for studying monotonic classification, it may not be
effective in practice due to noise. We should introduce a
robust measure.

3 RANK ENTROPY AND RANK MUTUAL

INFORMATION

Information entropy performs well in constructing decision
trees. However, it cannot reflect the ordinal structure in
monotonic classification. The model of dominance rough
sets provides a formal framework for studying monotonic
classification; however, it is not robust enough in dealing
with real-world tasks. In this section, we introduce a
measure, called rank mutual information [27], to evaluate
the ordinal consistency between random variables.
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Definition 5. Given DT ¼ <U;A;D>;B � A. The ascending

and descending rank entropies of the system with respect to B

are defined as

RH�B ðUÞ ¼ �
1

n

Xn
i¼1

log
j½xi��Bj
n

; ð1Þ

RH�B ðUÞ ¼ �
1

n

Xn
i¼1

log
j½xi��Bj
n

: ð2Þ

Example 2 (Continue Example 1).

RH�A ðUÞ ¼ �
1

10

X10

i¼1

log
j½xi��Aj

10

¼ � 1

10
log

10

10
� 1

10
log

9

10
� 1

10
log

7

10
� 1

10
log

8

10

� 1

10
log

5

10
� 1

10
log

6

10
� 1

10
log

4

10
� 1

10
log

3

10

� 1

10
log

2

10
� 1

10
log

1

10
¼ 0:7921;

RH�DðUÞ ¼ �
1

10

X10

i¼1

log
j½xi��Dj

10

¼ � 4

10
log

10

10
� 3

10
log

6

10
� 3

10
log

3

10
¼ 0:5144:

Since 1 � j½xi�
�
B j

n � 0, we have RH�B ðUÞ � 0 and RH�B ðUÞ �
0. RH�B ðUÞ ¼ 0 (RH�B ðUÞ ¼ 0) if and only if 8xi 2 U , ½xi��B ¼
U (½xi��B ¼ U). Assume C � B � A. Then 8xi 2 U , we have

½xi��B � ½xi�
�
C (½xi��B � ½xi�

�
C). Accordingly, RH�B ðUÞ �

RH�C ðUÞ (RH�B ðUÞ � RH
�
C ðUÞ).

Definition 6. Given <U;A;D>;B � A;C � A, The ascending

rank joint entropy of the set U with respect to B and C is

defined as

RH�B[CðUÞ ¼ �
1

n

Xn
i¼1

log

��½xi��B \ ½xi��C
��

n
; ð3Þ

and descending rank joint entropy of the set U with respect to

B and C is defined as

RH�B[CðUÞ ¼ �
1

n

Xn
i¼1

log

��½xi��B \ ½xi��C
��

n
: ð4Þ

Given DT ¼ <U;A;D> and B � A, C � A, we have

RH�B[CðUÞ � RH
�
B ðUÞ;RH

�
B[CðUÞ � RH

�
C ðUÞ;

RH�B[CðUÞ � RH
�
B ðUÞ;RH

�
B[CðUÞ � RH

�
C ðUÞ:

Given DT ¼ <U;A;D>;C � B � A. Then we have

RH�B[CðUÞ ¼ RH
�
B ðUÞ and RH�B[CðUÞ � RH

�
B ðUÞ.

Definition 7. Given DT ¼ <U;A;D>, B � A, C � A, If C is

known, the ascending rank conditional entropy of the set U

with respect to B is defined as

RH�BjCðUÞ ¼ �
1

n

Xn
i¼1

log

��½xi��B \ ½xi��C
����½xi��C

�� ; ð5Þ

and descending rank conditional entropy of the set U with
respect to B is defined as

RH�BjCðUÞ ¼ �
1

n

Xn
i¼1

log

��½xi��B \ ½xi��C
����½xi��C

�� : ð6Þ

Given DT ¼ <U;A;D>;B � A;C � A, we have that

RH�BjCðUÞ ¼ RH
�
B[CðUÞ �RH

�
C ðUÞ

and RH�BjCðUÞ ¼ RH
�
B[CðUÞ �RH

�
C ðUÞ.

Given DT ¼ <U;A;D>;B � C � A, we have that
RH�BjCðUÞ ¼ 0 and RH�BjCðUÞ ¼ 0.

Given DT ¼ <U;A;D>;B � A;C � A. It is easy to
obtain the following conclusions:

1.

RH�B[CðUÞ � RH
�
B ðUÞ þRH

�
C ðUÞ;

RH�B[CðUÞ � RH
�
B ðUÞ þRH

�
C ðUÞ;

2.

RH�BjCðUÞ � RH
�
B ðUÞ; RH

�
BjCðUÞ � RH

�
C ðUÞ;

RH�BjCðUÞ � RH
�
B ðUÞ; RH

�
BjCðUÞ � RH

�
C ðUÞ:

Definition 8. Given DT ¼ <U;A;D>;B � A;C � A. The
ascending rank mutual information (ARMI) of the set U
between B and C is defined as

RMI�ðB;CÞ ¼ � 1

n

Xn
i¼1

log

��½xi��B
��� ��½xi��C

��
n�

��½xi��B \ ½xi��C
��; ð7Þ

and descending rank mutual information (DRMI) of the set U
regarding B and C is defined as

RMI�ðB;CÞ ¼ � 1

n

Xn
i¼1

log

��½xi��B
��� ��½xi��C

��
n�

��½xi��B \ ½xi��C
��: ð8Þ

In essence, rank mutual information can be considered as
the degree of monotonicity between features B and C. The
monotonicity should be kept in monotonic classification.
Rank mutual information RMI�ðB;DÞ or RMI�ðB;DÞ can
be used to reflect the monotonicity relevance between
features B and decision D. So it is useful for ordinal feature
evaluation in monotonic decision tree construction.

Given DT ¼ <U;A;D>;B � A;C � A, we have that

1.

RMI�ðB;CÞ ¼ RH�B ðUÞ �RH
�
BjCðUÞ

¼ RH�C ðUÞ �RH
�
CjBðUÞ;

2.

RMI�ðB;CÞ ¼ RH�B ðUÞ �RH
�
BjCðUÞ

¼ RH�C ðUÞ �RH
�
CjBðUÞ:
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Given DT ¼ <U;A;D>;B � C � A, we have that

1. RMI�ðB;CÞ ¼ RH�B ðUÞ;
2. RMI�ðB;CÞ ¼ RH�B ðUÞ.
G i v e n DT ¼ < U;A;D > , B � A. RMI�ðB;DÞ �

RH�DðUÞ. If 8xi 2 U , we have ½xi��B � ½xi�
�
D, then we say that

the decision D is B-ascending consistent and RMI�ðB;DÞ ¼
RH�DðUÞ. If 8xi 2 U , we have that ½xi��B � ½xi�

�
D, then we say

the decision D is B-descending consistent and RMI�ðB;
DÞ ¼ RH�DðUÞ. In addition, if D is B-ascending consistent,
then D is also B-descending consistent.

The above analysis tells us that the maximum of rank
mutual information between features and decision equals
the rank entropy of decision, and rank mutual information
arrives at its maximum if the classification task is mono-
tonically consistent with respect to these features. In this
case, addition of any new feature will not increase the rank
mutual information. In constructing decision trees, we add
features one by one for partition the samples in a node until
the mutual information does not increase by adding any
new feature [10], [11]. Thus, the algorithm stops there.

Shannon’s entropy is widely employed and performs well
in learning decision trees. The rank entropy and rank mutual
information not only inherits the advantage of Shannon’s
entropy, but also measure the degree of monotonicity
between features. We have the following conclusions.

Given DT ¼ <U;A;D>;B � A and C � A. If we replace
ordinal subsets ½xi��B with equivalence classes ½xi�B, where
½xi�B is the subset of samples taking the same feature values
as xi in terms of feature set B, then we have

1. RH�ðBÞ ¼ HBðUÞ, RH�ðBÞ ¼ HBðUÞ;
2. RH�BjCðUÞ ¼ RHBjCðUÞ, RH

�
BjCðUÞ ¼ RHBjCðUÞ;

3. RMI�ðB;CÞ ¼MIðB;CÞ; RMI�ðB;CÞ ¼MIðB;CÞ.
The above properties show that rank entropy, rank

conditional entropy, and rank mutual information will

degenerate to Shannon’s one if we replace ½xi��B with ½xi�B.
Thus, we can consider that rank entropy is a natural
generalization from Shannon’s entropy. As we know
Shannon’s entropy is robust in measuring relevance between
features and decision for classification problems, we desire
that rank entropy and rank mutual information are also
robust enough in dealing with noisy monotonic tasks.

Fig. 1 shows six scatter plots of 500 samples in different
2D feature spaces, where the relation between the first three
feature pairs are linear; and some features are contaminated
by noise; the fourth feature pair is completely irrelevant to
each other; the final two are nonlinear monotonous. We
compute the rank mutual information of these feature pairs.
We can see that the first and last pairs return the maximal
values of rank mutual information among these feature
pairs as these pairs are nearly linear or nonlinear mono-
tonous, while the feature pair in Subplot four gets a very
small value as these two features are irrelevant. The
example shows that rank mutual information is effective
in measuring ordinal consistency.

4 CONSTRUCTING DECISION TREES BASED ON

RANK ENTROPY

Decision tree is an effective and efficient tool for extracting
rules and building classification models from a set of
samples [10], [11], [12], [29], [30], [31]. There are two basic
issues in developing a greedy algorithm for learning
decision trees [37]: feature evaluation and pruning strate-
gies, where feature evaluation plays the central role in
constructing decision trees; it determines which attribute
should be selected for partition the samples if the samples
in a node do not belong to the same class. As to classical
classification tasks, Shannon’s entropy is very effective. In
this section, we substitute Shannon’s entropy with rank
entropy for monotonic decision trees.

2056 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 24, NO. 11, NOVEMBER 2012

Fig. 1. Scatter plot in different feature spaces and the corresponding rank mutual information of feature pairs.



We only consider univariate binary trees in this work.
Namely, in each node we just use one attribute to split the
samples and the samples are divided into two subsets.
Assume Ui the subset of samples in the current node and ai
is selected for splitting Ui in this node. Then the samples are
divided into Ui1 and Ui2, where Ui1 ¼ fx 2 Uijvðai; xÞ � cg
and Ui2 ¼ fx 2 Uijvðai; xÞ > cg.

Before introducing the algorithm, the following rules
should be considered in advance [15].

1. Splitting rule S: give S to generate partition in each
node;

2. Stopping criterion H: determine when to stop
growing the tree and generate leaf nodes;

3. Labeling rule L: assign class labels to leaf nodes.

As to splitting rule S, we here use rank mutual
information to evaluate the quality of features. Given
attributes A ¼ fa1; a2; . . . ; aNg and a subset of samples Ui,
we select attribute a and parameter c satisfying the
following condition:

a ¼ arg max
aj

RMI�ðaj; c;DÞ

¼ arg max
aj
� 1

jUij
X
x2Uj

log

��½x��aj
��� ��½x��D

��
jUij �

��½x��aj \ ½x��D
��;

ð9Þ

where c is a number to split the value domain of aj such that
the split yields the largest rank mutual information between
aj and D computed with the samples in the current node.
As binary trees are used, we just require one number to split
the samples in each node.

Now we consider the stopping criterion. Obviously, if all
the samples in a node belong to the same class, the algorithm
should stop growing the tree in this node. Moreover, in order
to avoid overfitting data, we also stop growing the tree if the
rank mutual information produced by the best attribute is
smaller than a threshold ". Moreover, some other prepruning
techniques can also be considered here [33].

Regarding labeling rule L, if all the samples in a leaf
node come from the same class, this class label is assigned
to the leaf node. However, if the samples belong to different
classes, we assign the median class of samples to this leaf.
Furthermore, if there are two classes having the same
number of samples and the current node is a left branch of
its parent node, we then assign the worse class to this node;
otherwise, we assign the better class to it.

The monotonic decision tree algorithm based on rank
mutual information is formulated in Table 2.

Now, we study the properties of monotonic decision
trees generated with the above procedure.

Definition 9. Given ordinal decision tree T , the rule from the
root node to a leaf l is denoted by Rl. If two rules Rl and Rm

are generated from the same attributes, we say Rl and Rm are
comparable; otherwise they are not comparable. In addition, we
denote Rl < Rm if the feature value of Rl is less than Rm. Rl

and Rm are also called left node and right node, respectively.
As to a set of rules R, we call it is monotonically consistent if
for any comparable pair of rules Rl and Rm, if Rl < Rm, then
DðRlÞ < DðRmÞ, where DðRlÞ and DðRmÞ are the decisions
of these rules; otherwise, we say R is not monotonically
consistent.

Property 1. Given <U;A;D>, if U is monotonically consistent,

then the rules derived from the ordinal decision trees are also

monotonically consistent.

Proof. Let Rl and Rm be a pair of comparable rules, and

Rl < Rm. We prove that DðRlÞ < DðRmÞ. If U is mono-

tonically consistent, then for any x; y 2 U , vðD; xÞ 6¼
vðD; yÞ, we can get an attribute ai 2 A, such that

vðai; xÞ 6¼ vðai; yÞ. That is, 9ai 2 A, it can separate x and

y. So the samples in the node of x belong to the same

decision, while the samples in the node of y belong to

another decision. Thus, if we want to derive DðRlÞ <
DðRmÞ, we just need to show if 8x; y 2 Ui [ Uj, vðD;xÞ <
vðD; yÞ, we have x 2 Ui, y 2 Uj. As U is monotonically

consistent, for 8x; y 2 Ui [ Uj and vðD; xÞ < vðD; yÞ, 9ai 2
A, such that vðai; xÞ < vðai; yÞ. Then the parent node of Rl

and Rm can get the maximal RMIða;DÞ. We have

vða; xÞ < vða; yÞ, namely, x 2 Ui and y 2 Uj. tu

The above analysis shows us that with algorithm REMT

we can derive a monotonic decision tree from a mono-

tonically consistent data set.
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We give a toy example to show this property. We generate
a data set of 30 samples described with two features, as
shown in Fig. 2. These samples are divided into five classes.
Now we employ CART and REMT to train decision trees,
respectively. Figs. 3 and 4 give the trained models.

CART returns a tree with eleven leaf nodes, while REMT
generates a tree with nine leaf nodes. Most of all, the tree
trained with CART is not monotonically consistent for there
are two pairs of conflicted rules. From left to right, we can
see the fourth rule is not monotonically consistent with the
fifth rule; besides, the sixth rule is not monotonically
consistent with the seventh rule, where the objects with the
better features get the worse decision. However, REMT
obtains a consistent decision tree.

5 EXPERIMENT ANALYSIS

There are several techniques to learn decision models for
monotonic classification. In order to show the effectiveness
of the proposed algorithm, we conduct some numerical
experiments with artificial or real-world data sets. We
compare the proposed algorithm with others on real-world
classification tasks.

First, we introduce the following function to generate
monotone data sets:

f x1; x2ð Þ ¼ 1þ x1 þ
1

2

�
x2

2 � x2
1

�
; ð10Þ

where x1 and x2 are two random variables independently
drawn from the uniform distribution over the unit interval.

In order to generate ordered class labels, the resulting
numeric values were discretized into k intervals ½0; 1=k�;
ð1=k; 2=k�; . . . ; ðk� 1=k; 1�. Thus each interval contains ap-
proximately the same number of samples. The samples
belonging to one of the intervals share the same rank label.
Then we form a k-class monotonic classification task. In this
experiment, we try k ¼ 2; 4; 6, and 8, respectively. The data
sets are given in Fig. 5.

We here use the mean absolute error for evaluating the
performance of decision algorithms, computed as

MAE ¼ 1

N

XN
i¼1

ŷi � yij j; ð11Þ

where N is the number of samples in the test set and byi is
the output of the algorithm and yi is the real output of the
i0th sample.

We first study the performance of algorithms on different
numbers of classes. We generate a set of artificial data sets
with 1,000 samples and the class number varies from 2 to 30.
Then we employ CART, Rank Tree [17], OLM [6], OSDL [41],
and REMT to learn and predict the decisions. OLM is an
ordinal learning model introduced by Ben-David et al.,
while OSDL is ordinal stochastic dominance learner based
on associated cumulative distribution [41].

Based on fivefold cross-validation technique, the average
performance is computed and given in Table 3. REMT
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Fig. 2. Artificial data, where 30 samples are divided into 5 classes.

Fig. 3. Nonmonotonic decision tree trained with CART, where two pairs
of rules are not monotonically consistent.

Fig. 4. Monotonic decision tree trained with REMT, where all rules are
monotonically consistent.

Fig. 5. Synthetic monotone data sets, where the samples are divided
into 2, 4, 6, and 8 classes, respectively.



yields the least errors in all the cases except the case two
classes are considered.

In addition, we also consider the influence of sample
numbers on the performance of trained models. We first
generate artificial data of 1,000 samples and 4 classes. And
then we randomly draw training samples from this set. The
size of training samples ranges from 4 to 36. In this process,
we guarantee there is at least one representative sample
from each class. The rest samples are used in testing for
estimating the performance of the trained models. The
curves of loss varying with number of training samples are
shown in Fig. 6. We can see that REMT is more precise than
CART and rank trees, no matter how many training
samples are used. In addition, we can also see that the
difference between rank tree and REMT gets smaller and
smaller as the number of training samples increases.

In order to test how our approach behaves in real-world
applications, we collected 12 data sets. Four data sets come
from UCI repository: Car, CPU performance, Ljubljana
breast cancer, and Boston housing pricing. Bankruptcy
comes from the experience of a Greek industrial develop-
ment bank financing industrial and commercial firms and
the other data sets were obtained from weka homepage
(http://www.cs.waikato.ac.nz/ml/weka/).

Before training decision trees, we have to preprocess the
data sets. Because we use ascending rank mutual informa-
tion as the splitting rule, we assume that larger rank value
should come from larger feature values; we call this positive
monotonicity. In practice, we may confront the case that the
worse feature value should get the better ranks. This is
called negative monotonicity. If we use REMT, we should
transform the problem of negative monotonicity to a
positive monotonicity task. There are several solution to
this objective. We compute reciprocal of feature values if
negative monotonicity happens.

For each data set, we randomly drew n 	Ni samples as a
training set each time, where Ni is the number of classes,
n ¼ 1; 2; 3, and so on. At least one sample from each class
was drawn in each round when we generate the training
set. The remained samples are used as the test set. We
compute the mean absolute loss as the performance of the
trained model. The experiment was repeated 100 times. The
average over all 100 results is output as the performance of
the models. The results are given in Fig. 7, where " ¼ 0:01.

Regarding the curves in Fig. 7, we see REMT is much
better than CART and Rank Tree in most cases, except data
set Breast and CHNUnvRank. Moreover, we can also see
that if the size of training sets is very small, REMT is much
better than Rank Tree and CART. As the number of training

samples increases, the superiority becomes less and less.
This trend shows REMT is more effective than CART and
Rank Tree if the size of training samples is small.

In order to compare the performance when data sets are
monotonic, we now relabel the samples so as to generate
monotonic training sets. Before training decision trees,
we first introduced a monotonization algorithm to revise
the labels of some samples and generated monotone
training data sets [18]. And then we learned decision trees
and predicted labels of test samples. The variation of loss
varying with the numbers of training samples is given in
Fig. 8. The same conclusion can be derived.

Finally, we test these algorithms on the data sets based
on fivefold cross-validation technique. Table 4 presents the
mean absolute loss yielded with different learning algo-
rithms, including REMT, CART, Rank Tree, OLM, and
OSDL. Among 12 tasks, REMT obtains the best performance
on six, while CART, Rank tree, OLM, and OSDL produce 2,
0, 2, and 3 best results, respectively. REMT outperform
CART over ten tasks, and it produce better performances
than Rank tree, OLM, and OSDL on 9, 10, and 9 tasks,
respectively. As a whole, REMT produces the best average
performance over 12 tasks, The experimental results show
that REMT is better than CART, Rank tree, OLM, and OSDL
in most cases.

We also calculate the mean absolute loss of these
algorithms on monotonized data sets. The generalization
performance based on cross validation is given in Table 5.
Comparing the results in Tables 4 and 5, we can see all the
mean absolute errors derived from different algorithms
decrease if data are monotonized. Furthermore, REMT
outperforms CART, Rank tree, OLM, and OSDL on 11, 9, 9,
and 10 tasks, respectively. The results show REMT is also
more effective than other techniques if training sets are
monotonized.

6 CONCLUSIONS AND FUTURE WORK

Monotonic classification is a kind of important tasks in
decision making. There is a constraint in these tasks that
the features and decision are monotonically consistent.
That is, the objects with better feature values should not
get worse decisions. Classical learning algorithms cannot
extract this monotonous structure from data sets, thus they
are not applicable to these tasks. Some monotonic decision
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TABLE 3
MAE on Artificial Data

Fig. 6. Loss curves of CART, Rank Tree, and REMT, where the size of
training samples gradually increases.



algorithms have also been developed in these years by
integrating monotonicity with indexes of separability, such
as Gini, mutual information, dependency, and so on.
However, the comparative experiments showed that noisy
samples have great impact on these algorithms. In this
work, we combine the advantage of robustness of
Shannon’s entropy with the ability of dominance rough

sets in extracting ordinal structures from monotonic data

sets by introducing rank entropy. We improve the classical

decision tree algorithm with rank mutual information and

design a new decision tree technique for monotonic

classification. With the theoretic and numerical experi-

ments, the following conclusions are derived.
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Fig. 7. Average performance of real-world tasks before monotonization, where the x-coordinate is the number of training samples and y-coordinate is
mean absolute error.



1. Monotonic classification is very sensitive to noise;
several noisy samples may completely change the
evaluation of feature quality. A robust measure of
feature quality is desirable.

2. Mutual information is a robust index of feature
quality in classification learning; however it
cannot reflect the ordinal structure in monotonic

classification. Rank mutual information combines
the advantage of information entropy and dom-
inance rough sets. This new measure cannot only
measure the monotonous consistency in monotonic
classification, but also is robust to noisy samples.

3. Rank entropy-based decision trees can produce
monotonically consistent decision trees if the given
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Fig. 8. Average performance curves of real-world tasks after monotonization, where the x-coordinate is the number of training samples and y-

coordinate is mean absolute error.



training sets are monotonically consistent. When the
training data is nonmonotonic, our approach pro-
duces a nonmonotonic classifier, but its performance
is still good.

It is remarkable that sometimes just a fraction of features
satisfies the monotonicity constraint with decision in real-
world tasks. Some of features do not satisfy this constraint.
In this case, decision rules should be in the form that if
Feature 1 is equal to a1 and Feature 2 is better than a2, then
decision D should be no worse than dk. This problem is
called partial monotonicity. We require some measures to
evaluate the quality of two types of features at the same
time when we build decision trees from this kind of data
sets. We will work on this problem in the future.
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